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The purpose of this thesis is the determinaticn and
analysis of the specific paraaeters required for performance
monitoring and assess»eont of military coamunications systeas
by ailitary technical controllers, These parameters 1if
measured and anaiyzed correctly will allow ailitary
tecnnical controllers tc anticipate difficulities and permit
appropriate corrective action betore actual failure of tae
conaunications system. The three areas from vahich thesse
parameters are derived from are: level, poise ani

distortion.

The wunsuitability of current instruments to proviie
quality assurance of the numerous circuits appearing at
technical «ccentrol facilities is discussed and a dedicatel,
task oriented, coalinatioln measuring set is evaluated as to
its abiiity ¢o wmeasure the parameters that have been

deterwmined.
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The military communication complex as it exists today
is a heterogeneous mixture of equipment assembled from the
military and commercial inventory to perform many
interrelated functions. The individual equipment has been
installed over an extended period with a minimum of systenm
engineering. The present systemr is a loose agg "egrate of
eguipment tied into the total complex by whatever matching
devices couid be acquired. A typical long haul
communications systea wight be as illustrated in Figure 1.
In oraer to achieve some flexibility and communications
capability a manual "brute force” method was devised to
interconnect e€ach of tne i1ndividual transmission media in a
facility called "techprical control."

The rapid Jrosth and 1ncreasing sophisticatien of
military communicationrs has nhow pointed to a need for aore
effective technicai control. The implementation of higaly
sophisticated systens sucan as Autodin, Autovon, Autosevocon,
and the deployment of nigh density transmission systeas

require a change in the management and controi philosopny.

One area that 1is being considered by all services is
the efrort to develop a nore automated technical control.
Many studies have been conducted into the feasibility of
automatcd technical control. Many more studies are being
conducted at the present time. The emphasis in all of these
studies is on hariwvare alone, seldom is there any reference
to wupgrading tae level of competence of the technical
control perscnnel. Autoaation 1is being designed with the
intention of increasing the operationa’. effectiveness of the

TCF, but this cannot be done by iaproved hardware alone.

13
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There appears to be a distinct lack of training, skill,
knowledge concerning modern communication

and

equipment and
systems among technical control personnel.

One problem that exists is the determination and

explanacion of the perforaance monitoring and assessment

parameters that technical control personnel will be reqguired

to know and understand. It is the purpose of this thesis to
analyze the wrilitary comaunication system to deiermine and

explain these performance monitoring and
paraaeters.

assessment
rfter sufficient background on the basic nature

of wmilitary communications systems, ailitary tecuarical

control, and the key communication systea performance

indicators, each of the parameters will be discussed in
significant depth so as to determine 1its importance in

relation to performance monitoring and
should Dbe

assessnent. It
understood that while an in-depth study could be

conducted on eaca of these parameters, that such igc not

Again, the goal

measured and
analyzed correctly will aliow ailitary technical contrcilers

possible within the length of this thesis.

is to develop a set orf parameters that if

to adequately monitor and assess the performance of military
communications systenms.

15
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IIe MILITARY TECHUNICAL CONTROL - PRESENT PROBLEMS AND FUTURE

TRENDS

To provide maximum communications capability, a method
is required to anticipate difficulities and pernmit
appropriate corrective action before actual failure of the
communications systen. This function is assigned to
technical cortrol under the classification o¢f a quality
assurance program. This function is attempted by measuring
certain parameters, and based upon analysis of these
parameters it 1is assumed that a prediction of circuit
failure may be wmade before total failure occurs. This
sethod requires; selection of the correct parameters to
examine, proper and timely measurements of these parameters,
and intelligent analysis of these measurements to predict
failure.

The existing philosophy and concept of ‘technical
control is defined in DCAC 310-70-1(References 1-7). The
basic defination and functions of tecnnical control are
given in Appendix A. It is interestirng to note that the
original illustrations in the 1955 publication are still
being published, vhich clearly indicates the lack of overall
progress. The present ODC control consoles, with their
associated hit counters, can be misadjusted and misused and
are of only limited value today. The methods for analcg or
voice channel aralysis are most basic. There are no methnods
proposed or stated requirements to provide on-line checks of
the complex couposite waveforms being genecrated bLy the

latest nmodens.
The unsuitapility of the current methods to provide

ualit assurance of the numerous circuits appearing at
pp q

larje technicali coutrol facilities has been operationally

16




demonstrated. This statement is supported by recent studies
vhich clearly indicate that the measurements themselves are
not a valid basis for judging circuit quality. The current
technijues of go or no~go «circuit philosophy can never
permit dassessment of impending failuvre, but only prove that
a circuit has failed. These procedures result in
unsatisfactory customer service and adversely iwspair the
overall ccmmunicatioas mission.

Since technical control methods and procedures have not
kept pace with recent developments in communications
technolo1yy, studies have been undertaken to upgrade
technical control functions, including the feasibility of
utilizing automated techniques and procedures. Experience
has shown that even limited automated assistance resulted in
significant improveaents of technical control and systen

performance. Sonme studies along this line (References 8-16)
are:

The Air Porce Concept for Semi-Automated Technical

Control (SATEC)
Automatic Facilities keport

Army Automated Quality Monitoring Reporting System

(AQMRS)

Army Autcmated Technical Control-Semi (ATC-Senmi)

DCA Technical Visits Program (TVP)

AFCS Scope Creek and Link Performance Assessaent Programs

{LPA)

The Navy Automatic Digital Data Analyzing System (ADDAS)

The Joint Tactical Coamunications Office (Tri-Tac)

17




Concept of Tactical Communications Control
The Post-1980 Pacilities Control Concept Study by the

Army Electronics Command (ECOM)

Elements of Automated Technical Control {ATEC) now
under develogment will provide assistance to the contrcller,
either by independently operated monitoring tests and
analysis of system conponents in individual communication
terminals, or in conjuction witn data processing computers.
The processing units are essentially high speed digital
computers with nemories and other peripheral facilities
adequate to perform the automated tasks in support of the
centrollers, Those automated systers under development are
essentially desigred to:

A. Monitor critical equirpment operation alarms which
may be indications of conditions leading to failures.

B. Perform in-service tests on a continuous basis while

the system is in operation and without disrupting service.

C., Perform out-of-service tests, vwhich necessitate
taking the system or parts of it out of regqular service for
the duration of the test.

D. Reccgnition, organization, recordiny, aralysig, and
reporting of test results.

The pripary function of techmical control then beccwcs
ejuipment status monitoring. All the major equipment in a
system wculd have 1internal sensors with properly selected
parameters acnitored , so tnat operational performance of
the systea could be accurately assessed from these

seasurements. (see Pigure 2)

18




MODEM &
TRANS= RECE IVER CONDITIONING
MITTER EQUIPMENT
TO TEST
PUINTS i
T TEST POINTS
POINTS
TECHNICAL
CONTROL
PRCCESSOR ——*ﬂ EQUIPMENT
j STATUS

PROCESSOR
MA INTENANCE
CONTRUL

PRINTER

Figure 2. Equipment Statug Monitor

19




Performance assessment would include using the systen
performance data to inform the technical controllers of the
systea's "health® and predicting impending system
degradation or failures. The automated capability will
allovw the technical controller to check <channel, 1link, or
system perforrance in near real-time; he will be able to
isolate faults in seconds. The technical controller will
then be able to wmaintain optimum system performance, and
will be able to 1initiate and manage meaningful systen
control.

As can be seen automated technical control will be a
giant step in military communications. However, fully
automated technical contrcl facilities are costly and will
not be practical at lower levels of communications. What is
needed is a meaningful manual quality assurance program at
an intermediate level (shipboard or division). There have
been studies along this 1line (NAVCOMNNCOM Instruction
2300.13, Communication Quality Monitoring and Control
Program, and NAVTELCOMM Instruction (€2300.19, Shipboard
Quality Assurance Program, References 17 and 18) but they
are not up-to-date or even very realistic. The tests and
measurements are out of date and of little practical use in
evaluating ccrmunications systens, There remains one basic
problem, however, that the studies to date seem to have
neglected. That 1is the determination of meaningful
parameters required to measure and analyze the communication
systen. The remainder of this thesis will be devoted to
this problen.

20
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Ae GENERAL

There are aany different symptoms of trouble that may
occur in ccammunications circuits. Some of these symptoas
are considered "key" indicators since they indicate the
performance of the system as well as the performance of the
individual circuits. These key 1indicators are levels,
noise, and distertion. These indicators all interact with
one another and with other performance parameters.
Examination cf these three indicators can offer an insight
intc the over-all performance of the systea.

Be LEVEL

Level 1is an expression cf relative signal strength at
various points in a commupications circuit, In
comnunications teras, the level is given in dB relative to a
reference level. Usually 1 milliwatt is the reference used
and the unit becomes d3nm. Test Level Point (TIP) is
measured in AdRm and establisnes a reference level from which
test levels may be reckoned. A level given in dBmO is given
in reference to the TLP.

dBmC= x (dBa) - TLP (dBm)

Some point in the circuit is arbitrarily chosen as a
reference point for signal level measurements. The relative
level at any point in a circuit is a measure of the pover
gain or loss between the ¢ TLP and the point wunder
consideration. Signal powers and interference levels pay be
referred to the 0 TLP as "a signal level of ~16 dEm0," which
indicates the power level the signal would have registered
had it been measured at the 0 TLP. This arrangement serves
a number of purposes. It permits establishment of specified

Lt sl




losses along a circuit. With 0 d3m sent at the TLP, tae
circuit can be adjusted to obtain the proper levels at other
TLP*'cs, aud the 1losses dare thereby adjusted. For example,
the inserted ioss between a 0 TLF and a -4 TLP must be 4 dB.
To produce a proper level at a +2 TLP, 2 dB of cain must be
inserted. By the use of TLP, circuits can be maintained so
that each will operate at the correct level. Systen
transmission levels ray be referred to TLP's. Ahen a
station transmits a signal measured at -8 dBm at the 0 TL?,
the transmit level is -8 dBm0O. Noise 1levels may also be
established by reference to a TLP. A transmission systenm
requiring a 30 dB signul-to-noise ratio requires that noise
at the 0 TLP not exceed -30 dBm.

Por direct circuits, the transmitter is considered to
be the 0 TLP. The TLP at the receiver is established by the
overall loss of the circuit. When the circuit consists of a
multiplex channel, other TLP's are involv:d. Multiplex
channels arc usually lined up to provide 23 4B of gaiu in
each direction. The transmitting point is a -16 TLP, and
the receiving point is a +7 TLP. Other parts of the circuit
are arranged to accomodate these levels. All classes of
switching centers are considered to be -2 TLP's. The point
of test is theoretically at the center of the switch.

Level neasurements are used to determine the 1loss and
attenuation distortion of a «circuit. 1In addition, level
measurements of the received level of a signal are wused in
conjunction vith noise measurements to determine the
signal-to-noise ratio of the circuit. Some level

measurements of importance are:

Loss which 1is the end-to-end «circuit attenuation,
usually measured at 1000 Hz.

22
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Attenuation distortion is the loss deviation (1000 Hz
reference) cver the range of frequencies of interest. This
consists of static and dypamic frequency response and
bandwidth.

Return loss is a measure of the wmismatch between the
actual communication circuit impedance as coupared to a
norinal defined iapedance.

Long term loss variations are changes in the loss of a
circuit due to aging of components, changes 1in physical
makeup, and temperature variations.

Baseband loading is the result of high 1levels in the
taseband of multiplexed circuits. The radio and multiplex
equipment are usually designed to operate near the systean
overload point at peak traffic periods. This 1insures
optimum over-all ferformance. However, this assumes that
each wuser's input is at a certain level and that the systen
is aligned prcperly. Any high levels in the baseband raise
the loading level to the wmodulator and can cause severe
intermodulation noise in all channels. (see figure 3)

Multiplexers are Jeosigned for <certain levels of
loading, if these levels are exceeded then intermodulation
noise can develop. There 1is a real tendency anmong
subscribers to believe that if they raise the level, the
signal v¢ill get there louder and better. This is not valid
if raising the level generates more noise and distorts the
signal.
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Baseband loading is referenced to the ‘st point level.

The actual value of loading is measured in dBm absolute with
a meter registering a true RMS reading.

Level @measurements may be performed in-service or

out~of-service. In-service measurements involve the

measurement of the level of the traffic on a circuit without

disrupting subscriber service. This offers a good

performance indicator, in that if the level of the signal is

not at the standard transmission level for the type of

traffic, a problem is suspected to be present. There s no

substitute for effective level discipline.

It is essential
that correcv signal 1levels be

maintained throughout the

entire ccmmunication system. It is not suificient to

cerrect a level problem at a point other than the
source. Levels can be measured and
individual channel, group,
receiver.

problenm
adjusted for each
supergroup and transmitter or
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Ce NOISE

Any signal which carries information has one essential
characteristic; that of an ordered structure. To establish
coapunications, it 1is necessary to aaintain that ordered
structure over the signal path. Since randomness is a wmore
natural state than order, the signal is always under
disruptive influences. The major impairment of electronic
comamunications signrals is noise. As used here, noise refers
to all signals which are random in nature and w®wask the
actual communications signal.

Thersal noise is inherent in nature. All otjects
radiate energy over a vide range of frequencies. This
radiation, in turn, appears as noise to a radio antenrn .
Thermal noise 15 also generated in electrical circuits by
electrons randoaly colliding with each other during current
flow through a conductor. These processes add to pro.uce a

cokposite level of thermal noise often called “white® .oise.

The amcunt of ther»al noise pover enitted by a source
is directly ;roportional to the absolute temperature of the
source and the bardwidth of the noise under consideration.
For example, a systea with 10 KHz bandvidth admits twice as
much thermal norse as a system with a 5 ¥Hz bandwidth.
sivilarly, an antenna pointed at a satellite in space would
see far lecs thernal noise than one pointed along the earth,
due to the lcw radiating teamperature of space. The tvo
major clascses of thermal noise comaonly found in
coamunications systeas are "front-end" and "idle" noise.

The first class is generated in the front-end circuits

of the receivcer. Due to automatic gaim control (AGC)
circuitry inr the receiver, front-end noise varies inversely
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with RP signal strength. As the signal strength increases,
the gain of the £first stages is suppressed hence, noise
generated in the front-end circuits 1is awmplified 1less.
Pading of the RP signal will cause an increase of noise in
the systen.

The second class, usually referred to as idle noise is
generated by the transmitter circuitry and later portions of
the receiver circuitry. Since this noise is added by stages
vhose gain is not variaple, it is not affected by RF signal
streagth. Thes, 1t represents an absolute limit on the
noisc performance of the systen.

The thermal noise cortribution of any device can be
expressed in teras of a noise figure. Noise figure 1is
defined as the amount of noise added by a device as compared
to an ideal device. The noise figure of a device depends on
the temperature and bandwidth of the applied noise. Noise
figure is usually defined assuning a temperature of 290

degrees K (63 degrees F) unless othervise specified.

Impulse noise, 1in <contrast to thermal noise, is
sporadic in nature and occurs in bursts. It consists mainly
of discrete, high amplitude pulses of short duration and is
caused by lightning aurora, ignition noise, power lines and
associated switching equipment, and dialing iapulses in
telephone systenms. Speech signals are virtually immune to
disruption by impulse noisa2. A speecin sound is sustained
over a period of time and noise impulses are too brief to
bave an effect on the intelligence present in the sound.
While having little effect on speech, impulse noise presents
a great problem for data. There is no redundancy in a data
pulse as there is in speech. Inpulses can easily be
mistaken for data pulses. A short burst of impulse noise
can turn a data strecas into a zeaningless jumble. In Figure

4, impulses cro.-sing the decision level are counted as data
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pulses. Note that white noise below the decision level does
not affect data. Even if the inpulses are much shorter in
duration than the data pulses, the iuapulses can cause tuned
circuits to ring and interfere with the data sigral.

Crosstalk is the "leaking" of a signai froam its
allotted charnel irto other channels. 1In wideband systeas,
crosstalk is generated in the multiplex ejuipment. Adjacent
channels in frequency division multiplex are separated by
filters. If signal 1levels become excessive or if the
filters are not selective enough, some signals from an
adjacent channel may appear in anotber channel.

Crosstalk is not the only way a channel <can interfere
vith other channels., Nonlinear operation of any element in
the systen will cause spurious signals to be generated. The
effect of nonlinear operation on a single frequency can be

seen in figure 5.

If wmore than one frequency is passed through the
nonlinear element, harmorics of all the frequencies present,
plus the sums and differ=nces of all frejguencies and their
harmonics are present at the output. Second order
intermodulation products consist of sums and differences of
tvo frequencies A+B, A+C, A-B,etc.). Third crder products
are conmouinations of thi e frequencies (A+B+C, A+B-C 2A+3,
etc.). Higher order products appear farther away from the
fundamental frequencies. Hence, intermodulation jenerated
in a chaanel can interfere with <channels far removed 1in

frequency ironm the interfering channel.

In normal operation, the power in the interwmodulation

products increases with increasing input level. Initially,
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seccnd order products have the greatest amplitude, third
order products the next greatest, and so forth. However, a
1 dB increase in input power causes a 2 dB increase 1in
second order products, a 3 dB increase in third order
products, etc. This situation continues until the systen
breakpoint, or overload point 1is reached. Beyond this
point, the intermodulation power rises rapidly (as wmuch as
20 4B for a 1 dB increase in input power). Higher ordar
products rise more rapidly and eventually can eqral the 2nd
and 3rd order products 1in magnitude. Thus, sizeable
disturbances may occur in nearly all channels ir a systen
due to severe intermodulation in one <channel. The
intermodulation products of a complex signal such as speech
are so widespread that they resemble noise in their
randomness. Intermodulation noise on a wideband systen
apfpears as an increese in the general noise level. This
topic vill be discussed in greater detail in the secticn on
distortion.

Two cther ncise paraweters to consider are single
freguency interference and guantizing noise. Single
frequency interference is spurious tones present on the
channel in addition to the desired signal. Quantizing noise
is signal correlated noise generally associated with the
quantizing error introduced by analog-digital and

digital-analcg transmission systens.

There are many different units needed to measure noise.
This need has been caused by; the w@any types of noise
present within a system, the types of handsets or
reproducers that have been in common wuse (reproducing thae
noise as wcll os the speech), and the different wa's in
vhich noise aftects nmodern day communications equipment
(data, facsipile, voice, etc.). Noise in a voice channzal
can assuze many forms, for example, white noise, inpulse

noise, disciete noise, etc. The disturbing effect of these
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types of noise on conversation was originally the «criteria
or vhich units of measure wvere based. However, in order to
disturb conversation, the noise must be reproduced in the
handset. This meant that the frequency response of the
nandset played a rart in determining vhat electricial noise
vas even reproduced. Therefore, the model numbers of soame
Western Electric handsets have accompanied the designations
of some noise units (144, FI1A). With the advent of modern
data type coumunications, these older noise units which are
based on sfgeech are inadequate to express how disturbing a
particular noise might be., The relatively straightforward 3
kHz flat weighting offers the most usefulness.

It has been found that sound powver around 1000 Hz |is
very disturring to a listener, since it interferes withk his
communication. A sound of equal power at 200 Hz or 5,000
Hz, injected into the listeners ear will be heard, but it
vill not disturb his ability to couununicate nearly as much.
These frequencies would have to be almost 25 dB stronger
before the effect wnuld be noticed by the listener to be the
same as the 1000 Hz tone. This type of comparison has been
made by using a destern Electric type 500 telephone set at
all frequencies in the voice channel and each frequency
given a weignting. Figure 6 shows the result which is
called "C-Message" weighting. This curve wmight also be
trought of as a filter response curve, since a filter is the
device used to weight a noise reading. The curve shows that
a tone at 200 Hz would have to be 25 dB higher in order to
give the same power output from the filter network, as
ccapared to a 1000 Hz tone.

With such a filter placed before the aeter, the
coapcsite noise in the channel can be measured and read out
in d5 or dBa "C-Message" weighted. Other similar noise
uinlts include 144 line-weighting, ¥1A line-veighting,
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psophometric-wveighting, and flat-weighting. The
flat-vweighting curve is essentially one which allovs from 0
to 3 kHz to be weighted evenly (no weighting) with a rapid
cutoff beyond 3 kHz. This weighting 1is nost nearly
representative of ail the noise in the voice channel
veighted cn an equal basis.

Once the weighting has been determined, the only other
consideration 1is the unit for measurement (watts, d3a,
etc.). One system involves measurement in picowatts and
another involves dB related units. It was found that a 1
kHz toane had negligible disturbing effect on the human ear
at a level of -90 dBm;‘therefore, -90 dBm is sometimes used
as a reference level, allowing noise to be expressed in
dBrnc (dB referenced to 1 picowatt, noise weighted, c-msg).
Because the reference level 1s so low, all measured values
are positive numbers. Pigure 7 shows how such a noise
reading might be taken.

Reference noise is then ' picowatt (10-.1 vatt) or ~90
dBm of 1000 Hz signal. The term dB8rn refers to decibels
abtove reference noise, wnich wvas the unit of measurement
used with the orginal noise measuring sets. The term dBa
refers to decibels above adjusted referenc2 ncise (1 dBa=-3d5
d8m). The purpose of this unit vas that similar readings
vould be obtained on a noise signal consisting of thermal
noise limited in frequency spectrum from 0 to 3000 Hz. The
dBa as a noise wunit 1is being supplanted by the dBrn.
Picovatts of noise psophometrically weighted is pWp. Units
of noise pcwer derived from measurcaents with the CCITT
recoanened pscphometer. This reference noise is -90 dBa at
800 Hz.
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Table 1 is helpful in correlating the various types of
noise units with one another. It shows the relationmnship
between five comaonly used units for expressing noise in a
voiceband channel. In the first four columns the units
represent weighted noise at a point of zero relative level.
In the fifth columan the "S" represents a tone at zero
relative level, and the "N" represents unweighted noise in a
3 kHz voice channel, tanerefore, S/N is the dB ratio of test
tone to noise, This column may also be interpreted as
negative dBm noise readings, flat weighted.

The table is based on the following commonly used
corcelaticn formulas, which include some slight round-offs
for convenience.

dBrncO = 10 log1opﬂp0 = dBal0+6 = dBmOp+90 = 88-S/N

Correlations for colusxns 2, 3 and 4 are valid for all types
of noise. All other correlations are valid fcr white noise,
but not necessarily for other types. The conversions are
gcod only for evenly distributed noise. (Reference 19)
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TABLE 1

NOISE UNIT COMPARISON CHART

dsrncO|  apaQ pwp0 areCp | 3 bap f {dBrmcdf  aBag pWpO dBmOp S/NdP
0 -6 1.0 =90 2 3 22 2520 -56 54
1 -5 1.3 -29 27 25 g 3142 -55 53
2 -4 1.6 -22 26 36 30 3981 -54 52
3 -3 2.0 -37 g5 37 3 5012 -53 51
4 -2 2.5 -3 84 3% 32 6310 -52 50
£ -1 3.2 -25 23 39 32 7943 -5 49
6 0 4.0 -2 a2 40 4 10,050 -50 42
7 1 5.0 ~23 B} 41 ¢ 12,559 =49 L7
8 2 6.2 -9 2o L2 3t 15,849 -42 46
9 3 7.9 - 3 43 37 19,953 =47 45
10 A 10.0 -30 72 4, 34 25,199 -46 Le
1 c 12.6 -79 77 45 K 31,622 A 43
12 6 1c.2 =78 76 L6 L0 39,810 A L2
13 7 Jan0 =77 75 L7 41 £0,119 -43 41
14 2 25,2 =76 A 43 4L 03,096 ~42 LN
15 9 131.6 -7 73 49 43 74,433 -41 30
16 10 34,8 -7 7o 57 4, 169,000 -4N 38
17 n £0.1 -73 71 54 45 125,290 -39 7
18 12 €3.1 -2 7 50 L5 153,490 -39 36
19 13 .4 -N 4z 53 L7 199,530 -37 3¢
20 A 129 -7 63 4 49 251,990 -36 3
21 15 176 -9 oy 5+ 49 316,230 -35 3
22 16 153 -63 5 56 59 393,729 =34 30
23 17 250 -67 65 57 51 £01,190 ~33 n
24, 12 2.2 -4t & ca 52 630,960 -32 30
25 19 316 -6 €3 59 53 794,230 -3 <3
26 2 343 -4, 62 € 26 J1,000,000 -3 23
27 2] )| -3 A €1 3¢ 11,252,900 -2 27
28 20 €31 -£0 o 62 26 11,584, ,00y -8 2¢
2 23 I -6 ) (2 57 11,995,300 -27 25
30 26 |10 -6n 52 42 52 172,519,900 -26 24
31 %5 12¢ -5% 57 5 50 42,162,300 -2 23
32 26 1525 =53 56 65 6 3,921,000 ~24 <2
33 27 19ne -57 55
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De DISTCRTION

Ideally, every amplifier, transaitter, transmission
line, wavequide, or receiver should emit signals in exactly
the same form as the input signals. The imperfection and
inherent non-linearities of the physical materials used in
these devices will not allow this. Therefore, the output
signal is chinged in shape from the imput.

A single rrequency AC signal sent across a transanission
line will travel at a particular speed, related to the type
of material in the 1line and the frequency of the signal.
Thus, the output waveform will not occur simultaneously with
the iwmput, but will be delayed an amount of time depending
on the length and electrical properties (capacitance,
inductance) of the line as in figure 8. Such an effect is
also true with any electronic device, only to a much lesser
extent.

Because tne line has resistance, the amplitude of the
signal will be decreased or attenuated. The exact amouat of
attenuation is related directly to the type of material in
the line and the environmental conditions around it.
Therefore, thke amgplitude of the signal will be less at the
output. Since only this one frequency is used, the delay
and the attenuation will have no real effect on the shape of
the signal or i*s usefulness, unless it is too small to be
detected.

When a conmplicated signal of many frequencies (such as
the human voice) 1s sent down the 1line, the effective
inductance and capitance of the 1line will affect eiach
frequency differently, slowing some up more than others and
attenuating some more than others. The result is that the
components of the signel will not be in the same order
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at the receiving end of the line. This can be more easily
seen in figure 9 by an example using only two frequencies, a
fundamental plus its third harmonic. If the third haruonic
vas delayed one-half cycle, while the fundamental was not
delayed, the rasultant wavefore (algebraic sum) at the
output would look signi.icantly different froa the input and
might not be recogrizable to detecting equipment. This is
an exampl:e of delay distortion.

Phase delay is the result of the different aamounts of
phase shift over the freguency band (figure 10). The
coszbinaticn of these effects if called phase delay
distortion, which produces the type of effect shown in
figure 9. The important thing to reaember is that the
atsolute phase delay 1is  uniaportant. It is the relative

delay of the Jdifferent fregquencies of the signzl that cause
trouble.

Tece relationsalp hetween the phase shift (8 and the
frequency of a systeu (transmission line, amplifier, etc.)
can be shown graphically. If the relationship i1s linear and
the gragh appears to intersect the zero degree frequency
line at ¢ = 3 or 180 degrees, the delay is equal (or
one-half «cycle different) for all frequencies concerned and
the output wvaveiorm 1s sisply smoved in time and not
distorted as 1n figures 11X and 118. If the phase-frejuency
relationsnip is linear, but the extended graphk does not
intersect the zero freguancy line at 0 or 180 degrees (or
multiples of 180 degrees), the signal will bpe distorted
since the delay for each coaponerct frequency will be
different. This effect 1is called intercept phase delay
distortion and is shown in figure 11C. To determine the

tixe delay of a single freguency, the following formula aay
be used :

t (sec) = &(dcjrees)/ f(Hz) 360 (degrees/cycle)
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For more coaglex vaveforms such as aaplitude modulation, the
delay distortion characteristics are more complicated. In
the sisplest case, there voild be one freyuency modulated by
another. c£ach of these frequencies would move down a
transmission path at different velocities, The beat
frequency which is the result of the other two would move at
a third speed. If these velocities were greatl; different,
the resultant waveform would be noticeably distorted. This
fora of distortion, +hen applied to a complex modulated
vavefore, is coamonly called envelope delay distortion. The
apount of envelope delay is also dependest on the linearity
of the phase~-frequency relatioashkip. This forws of delay 1is
very commcn in wire coamzmunications.

Envelope delay can be shown on a phase-irequency

diagraaz as in Pigure 12, The amount of envelope delay can
be described as:

t(sec)sez-eu(degrees)/f (Hz) 360 (degrees/cycle)
®

Where £ 1is the modulating freguency and 0} - @ is the
L]

difference in phase shift between the carrier frequency and

the suma or difference frequencies. The result of the
envelope Jelay action shown in figure 13, The absolute is
all that is shown. This effect can also be called sideband
delay and 1s applicable to any form of modulation. Other
copmoh nagmes for envelope delay are ‘“relative delay" and
"group delay". This 1is usually referenced to a siddle
frequency in the bandwidth.

Delay distortion 1is a very real trouble for digital

pulse transmission. When a signal switches from a mark (1)

to a space (0) or vice-versa, the swvitching action gencratzs
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a wvwide variety of frequencies simultaneously and the delay
distoirtion will seriously distort the pulse train. With
high speed digital circuits this can be very critical.

A frequent error is to confuse true delay distortion,
as determined from the phase characteristic, with envelope
delay distortion, which is obtained froa the envelope delay
characteristic. Part of this confusion is the result of
nomenclature adopted years ago for telephotograph and
television transmission., As then defined, envelope delay
distortion (EDD) was the maximum deviation in envelope delay
across a certain band of freguencies. Delay distortion is
related to, but not the same as, envelope delay distortion.

Preguency response or amplitude distortion refers to
the differences in attenuation for different frequencies in
the bandwidth of the signal. This can occur in conjunction
vith phase distortion btut is not necessarily part of it,
figure 14 shous tvo examples of frequency response
distortion. The distortion is usually rather irrequlag, but

a smoother response can often be approximated as shcwn in
figure 14B.

This distortion 1is often caused by filters in the
system, vhich produce band edge roll-off. It can also conme
in the forn of 1inpand ripple, often the result of
reflections and echo from iapedance nisgatches in the line.
The band edge roll-off is of importance in low speed digital
traffic where freguency shift keying 1s used. The band edge
distortion c¢an cause sigual anplitude for those frequencies
to fall below recognizable levels. For high-speed data,
delay distortion does much of the damage and only impedance
mismatches from switching points have major effects on the
agplitude characteristics.
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Echo is named after the audible effect of a returned sound
interfering with originally producea sound. It is the
return of part of a signal back up the transmission line
over which it was propagated. It is especially a problem in
voice communications and often results from hybrid circuits.
Two-to-four wire hybrids are not perfectly balanced and soae
of the signal will return down the line,

Echo and reflection are related in that they cause
basically the same effect. Reflection is usually referred
to in general transmission line discussions as echo in voice
transmissions.

Inpedance rismatches or faults in a transmission line
can bring about reflections of the siagnal which can interact
with the inccaing signal. An example of this is shown in
figure 15. Depending on the amplitude and relative phase of
the reflected wave, the interaction with the incident wave
can cause phase and amplitude-like distortions. The
distortions are <directly proportional to the refiection
coefficient of the line and the modulating frequency. The
reflection coefficient is is calculated from the

characteristic 1apedanc2 of the line and its load imgedance:

Reflection Coefficient=(Z -2 )/(2 +7 )
L o L o

Rhere zL is the load impedance and 2 1is the characteristic
o

impedance.
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Imperfect impedance matches at switch points,
transforaers, and device imputs can affect the reflection
coefficient to the point that serious pnase distortion could
result from the reflections. The resultant phase distortion
is of the same type as described as delay distortion except
that here it is the result of the interaction of the
original and reflected signals on the line.

Two forms of distortion that can occur when a signal
coasisting of wmany frequencies (such as A4 or FHM) 1is
transmitted are harmonic and inter-modulation distortion.
Whenever two or morc fregyuencies are tramsmitted together
through a ncalinear device, they interact with each other to
fora frequencies egual to the sur and difference of the
originals. Nonlinearities in the transmission media also
tend to give rise to multiples of the original frequencies
called harmonics. These two phenoazerna occur in various

ascending orders. For example, given two freguaencies, f
ard £2 , the second order results would be:
2f , 2f (harmonics)
1 2
£f +f , f - f (intermodulation)
1 2 1 2

Likuwwise, third order results would be :

3if it harmonics
1’ 5 { )

2f +f ,2f -f ,f +2f ,ect. (intermodulation)
) 1t 2 1 2

The higher orders would be in similar forms.
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Harmonic distortion can be caused by echo or by
nonlinear operation. Harmonic distortion is measured by
taking the ratio of the magnitude of the harmonic to the
magnitude of the original signal. It is usually expressed
as a percent :

Harmonic Distortion = (Az / A1 ) x 100%
Where A2 is the magnitude of the second order harmohic and

A1 is the wmagnitude of the fundamental. Total harmonic

distortion is measured by :

2 2 2 2
Total Harmonic Distortion i}az +33 +Au +...)/ (A1 ) x 100%

Where A2 v A3 , ect. are the magnitudes in voltage of the

various harmcnics,

Intermodulation distortion is caused by much the sanme
effect as harmonics, often in the modulator section of the
system. The magnitude of the modulating signal controls the
intermodulation amplitude. The amount is again eizpressed as
a percent or dB ratio to the original 1levels. Although
harmonics often appear with intermodulatiocon distortion they
are not considered part of it.

A problem which has not received much attention before
now is that of pnhase Jjitter, which 1is undesired phase
modulaticn of received data signals. The instantaneous
phase of the received data signal is 1likely to Jitter,
typically, at rates of 180 Hz and below causing sidebands
vith magnitudes of approximately 18 dB below the level of
the carrier. This is approximately 15 degrees peak-to-peak.
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This effect is primarily caused by ripple in the DC pover
supply appearing in the master oscillator of long haul
carriers and being multiplied +*through many stages. Some
phase jitter also occurs in short haul systems from
incomplete filtering of image sidebands. Digital carrier
systens also will exhibit jitter at certain input
frequencias. Pigure 16 is an example of what phase jitter of
a single sinusoid would look like on a oscilloscope. Jitter
is shown by the "smear" of the signal over the horizontal
axis and is peasured in degrees.
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Figure 16 Oscilloscope Display of Phase Jitter
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Ee SUMMARY

It is evident from the discussion that the three areas
of consideration are levels, noise, and distortion. It is
also evident that there is a great deal of interaction
between these areas. The xey indicators were discussed in
general terms as to their relationship to disturbances that
may occur in communications circuits. The next step then is
to consider each of these key areas in detail and deternine
the specific, measurable parameters that can be analyzed
(manually or electrcnically) to allow adequate prediction of
systea failure.
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Ve EARAMETERS REQUIRED FOR PERPOEMANCE MONITORING AND
ASSESSMENT
As LEVEL
The level characteristics of a transaission medius e

of fundasental importance. In contrast to a linear passive
network, these quantities are not always readily measureable
on a real transaission facility. Furtheraore, these
characteristics say be signal dependent to equipaent such as
coppandors. Syllabic coapandors used in analog facilities
introduce loss during gquiet intervals of speech to reduce
noise and =subjectively 1improve tae chaanel for sfgeech.
Instantaneous ccapandors are used in digital facilities to
provide &an approximately coastant signal-to-noise ratio,
independent cf tmne signal power over the design range of the
facility. (Reference 20)

1. Less

The net loss of a cowmsunicat.on chamnel amust be
known so that correct operating levels can be established
and wmaintained. For aost coaasunications channels the net
loss or gain should not change significantly fios
hour-to~hcur or from day-to-day. It should also nat change
significantly when the input level is varied within tae
operating level range of the chanpel. Limits are
establisneda for the agount of variation allcowable in the net
loss over a period of tiae. Limits are not usually
established fcr the variation in the net 1loss or gain of
channeis with variation of ipnput level, but any significant
variation ip the net loss when the level 1s varied within
the operating range iudicates the cuannel is nct operating
properly.

The loss of a chanpbel, expressed in dB, 1s the loss

54




experienced Lty a single freguency tone im traveling the
transaission medium. The power of the received tcne is
seasured on an averaging type of instrument, calibrated in
d8m. Due to amistracking in soae cospandored facilities, the
loss may vary as the test tone power level is changed.

2. Beturn Loss
Inpedance mismatches in a circuit give rise to
reflections of signal energy called echoes. A single
reflection causes energy to return to the transaitter
(talker e€cho). If the single reflection is again reflected
at an impedance aiseatch, signal energy will arrive at the
receiver scame time after the original signal (listener
echo). Echoes due to multiple reflections also occur, but
they are usually insignificant by comparsion with those due
to single or double reflections.

Echoes g¢enerally cause no problezs on 4-wire channels.
However, cn z-wire channels, and on chamnnels containing both
2-wire and U4-wire sections, echoes may Le interfering to
both voice and data communications. Echoes are ccntrolled
by wmatching impedances and by controlling loss in the ecao
path. Pigure 17 illustrates the use of a hybrid transforaer
vhich joins 2-wire and U4-wire facilities. The impedance of
the balancing networx ideally is tme same as the impedance
looking 1nto the 2-wire facility. If this condition it set,
signal power froa tae receive side to the U4-wire facility
vill divide equally between the balancing network acd the
2-wire facility and ao signal pover will “"return"™ on the
transmeit side of the 4-vire (facility. In practice, the
match is never perfect. Some portion of the received signal
fover 1s thus returned on the transwmit side of the U-wire
facility. Various jarameters are used to deteraine channel
quality witas respect to echoes. These include return lcss,

echo return lcss, singiang return loss, and siaging maraic.
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4-WIRE FACILITY

2-WIRE
FACILITY
D
Transmit
Balancing Hybrid ’
Network Transformer
Receive
M

Figure 17~ Typical Interface Between
2-dire and 4-Wire Facilities
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Retutn loss is the ratio in dB of the power of a siangle
frequency signal placed on the raceive side of the 4-wire
facility to the resulting power at that frequency appearing
on the transszit side.

Echo return loss is a weighted average of the [Fower
returaned at all frequencies between 500 and 2500 Hz and
expressed in as.

Singing return loss is also a weighted average cf the
reflected power at all freguencies inm a frequency bkand
exprressed in dB. There is a lov freguency test covering the
200 to 500 Hz band, and a high frequency test covering the
2500 to 3200 Bz band.

A singing pcint test is made bny placing a variable gain
asplifier betveen the two sides of the 4-wire facility and
increasinc¢ the gain until self-sustained oscillation, or
"singing®, cccurs at some fregjuency. The singing condition
is detected by audio sonitoring of tane circuit. The amount
of gain in dB required to cause singing is called the
singing gciat.

A singing margin test is similiar to the singing gcint
test. In this case, the chaunel is terminated in its noraal
impedances. A varjable gain amplifier is inserted cn one
side of the 4-~wire facilitry and the gain increased until
singing cccurs. The amount of gain in dB reguired to cause
singing is called the singing margia.

. g

3. long Jerm loss Variatjon
Lue to normal aging and drift of anmplifiers,
temperature changes in cables, and changes jin the physical
makeup of a channel, changes in the loss of a circuit can be
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expected. Such changes are coamonly referred to as seasonal
changes, emphasizing the effects of temperature.

Routine tests are aade on transsission facilities
between installaticans to maintain loss deviations within
nosinal wvalues. Thus the greatest changes, from the user's
point of view, normally come apbout due to temperature
changes c¢n the cable cnnnecting the sukscriber to his
central ofiice. No special test equipment, other than that
used fcr rrequency response or siample loss measurements, is
required to detect these changes.

s i P et ot e

The amglitude characteristic of a network or systen
is coammonly determined by simply measuring the lcss of a
single frequency tcne as it is tuned across the bandwidth of
interest. This wmeasurement is referred to as the static
frequency resjonse. On telecouwaunications channels, dve to
level and irequency sensitive devices, and the presence of
nonlinearities, a static measuremant aay not yield the saame
amplitude characteristic as that experienced by a ccaglex
vaveform. Dirfference of up to 2 dB have been observed on
some ccumpandored facilities whea usinpg cther measuriay
techniques. These differences arise froam the relative
placeaent of filters with respect to level sensitive and
ponlinear aevices and generally are greatest near the banad
edges., In these cases, the frequency response is a function
of the spectral content of the signal on the channel. This
latter resjponse 1s referred to as the dynawic freguency
respomse. Ccmparison tests have shown that the dynanic
cesponse can pe measured py using two tones. One tone, in
the vicipity of 1000 Hz is referred to as a holding tone,
and 3erves to activate the chanael. The second, or
measuring tone, is used to measure the freguency resfonse.

The holding tone is held 5 dB above the weasuring tone and
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the resgcnse is ameasured using a frequeacy selective
voltaeter. The ccmpesite test tone power shculd approximate
the expected signal power that will appear on the cbannel
vhen in bcrszal use.

Even though differences (#2 dB) may be encountered
between the static ard dynamic testing methods, the static
cne has lcng teen the wmethod of ameasurement in ailitary
telecommunications. Because of 1its siaplicity, it will
probably coantinue to be used. The differences encountered
on analog compandored facilities are generally in a
direction such as to make the channel appear to have a
narrower bandwidth than it does in the presence of a signal
with a krcad spectrua.

Freguency respoase can be checked and ccantrolled Ly the
fcllowing siogle test: the loss on a channel is measured at
three different frequencies, 400 Hz, 1000 Hz, and 2800 Hz.
The loss at 1000 Hz is then subtracted froam the loss at 400
and 2800 Hz. These differential losses are then referred to
as the slcpe at 400 or 2800 Hz. These two slopes are a
measure of the freguency response of the channel under test.

5. Bandwidth

The bandwidth of a channel is determined froa
mecasurepepts pade of the amplitude characteristic. it is
defined as the band of frequencies within which the loss is
no sore than 10 dB greater than the loss at 1000 Hz.
Experience bhas shown that the simple slope tests are
sufficient tc control the bandwidth on transaission
facilities in wuse. Therefore, bandwidth measureaents are
seldon mads.
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6. Basekand Loading
In radio and aultiglex equipment, any high levels
in the baserand raise the loading level to the modulatcr and
can cause severe intermodulation noisc 1in all channels.
(Figure 3)

Multiplex.ag fproduces a composite output signal called
the baseband. Tais coaposite signal ccataims group,
super~-groufg, pilots, signaling freguency (SF) tomes, Vvoice,
teletype, data signals, and special steering signals
produced Ly networks such as AUTOVON and AUTCSEVOCOM. When
all these signals are combined ianto a baseband, they form a
ccaplex mcdulating signal.

In a «gultiglex system, even where the transmission
level of each channel is fixed, the level of the comfosite
signal varies. Since many different frequenciec are
transmitted, the phase relationship between these various
frequencies varies randomly. Sonmetimes several frequencies
will reach a peak together, causing a momentary rise in
total pcwer. At other moments the various freyuencies may
copbine tc lower the total signal power well below average.
Since nugzerous signals are applied to a comamon aamplifier in
a multiplex system, the pnase combinations that may occur
greatly iancrease. There is always the chance that many or
all of the signals will achlieve a peak value simultanecusly.
Hovever, as the nuaber of signals increases, the chance they
vill all reaca a peak value simultaneously decreases.

Speech signals are more complicated than data signals.
Each signal consists of a variety of frequencies and a great
range cf amplitudes. Since amplifiers, modulators, and the
like are resgonsive to instantancous peak signal values
rather than average or RMS values, multiplex systems must be
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adjusted to accommodate the possibility of large peak
values. In normal gractice, the total average power level
to the carrier systes is set so that tne overload or break
Foint is not reached more than 1 per cent of the busiest
hour. Since the fpower distribution varies with the nuaber
of chabnels on the system, the amount the average signal
level must te reduced (the peak factor) will vary with the
size of the system. Figure 18 shows peak factors for speech
and tones in terms of the number of active channels.
(Reference 19)

Basetand loading is the measure of the average (RMS)
agplitude of this nmodulating signal. The signals are of
three categories:

a. Constant Jevel-constant frequency signals such as
pilots, signal frequencies or special non-varying steering
sigpnals.

b. Constant level-varying frequeancy signals such as
voice frequency carrier telegraph, data wmodem outputs,
AUTOVON or AUTOSEVOCOM.

C. Ccaplex signals with varying amplitude and
frequencies such as speech or voice.




Peak Factor
d8

Figure 18- Multichannel Peak Factor,
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The tase€kand loading of a npultiglexer with constant

level signals can be computed simply by the following

foraula:

2]
0

P + 10 log n
T i 10

where E

L

total RMS power in dBe (or dBm0)
E = equal level of each channel

p = the total number of channels

If the signals are not of equal amplitude then comversion is

made froas dBm to mw (mw = log1 (dBm/10)) then are added.

The sum in MW is ccnverted back to dBz (dBe=10 log 0 P ).

nw

Speech can only be statistically

apjroxinmated. The
statistical

analysis of speech has resulted in defining tne
average sreech level as being between ~16 dBn

to -8 daBm.
Several ceatheratical equaticus

have been adopted Ly tne
Internaticnal Conmittee for Radio Communications (CCIB) to

determine the RMS equivalent load factor for multichannel

These egquatjions are referred to as the CCIR 1load
eyuations:

system.

m
]

-1+ 4 lo N N
910 (

N

240 channels)

4o
[}]

-15 « 10 lob10 N (N 2 240 chanaels)

The -1 and -15 allow for the fact that

not all voice
chaonels are busy at the

same time. They also make
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allovances for multiplex pilots and SF tones. They dc¢ not
allow fcr data or teletype signals. These <constant
amplitude signals must be calcdulated separately and their
composite load level added to the CCIR predicition.
(Reference <1)

7. Sumsary

In summary the parameters tha: are iaportaat in
regards tc level are:

a. Loss: End-to-end circuit attenuation, usually
measured at 1000 Hz.

b BReturn lLoss: A measure »f the mismatch between the
actual circuit impedance as co.pared to a nomimal impedance
defined for ideal circuits.

c. long Term Loss Variations: Chauges in the loss of a
circuit due to aging of ccmponents, changes in physical
makeup, and temperature variations.

d. Attepuaticn Distortion: Loss deviation (1000 Hz
reference) cver the range of frequencies of interest. This
includes static and dynaamic frequeacy respoase and
bandwidth.

e. Easeband loading: The result of high levels in the
taseband@ of multiplexed circuits. These bigh levels in the
baseband reise the loading level to the nmodulator and can
cause severe iantermodulation noise on the channels.
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Be NOISE

Noise on telecommunications channels arises froa
numerons sources. Scme of these are therpal noise fron
amplifiers, 60 Hz and its harmonics which may be gicked up
froa pover line induction, intelligible or unintelligible
crosstalk, single frequency tones, and switching and
signaling traasients. All of these effects and others ccae
under the general heading of noise. Background noise is
referred to as white noise, dJaussian noise, message circuit
noise, ect. What is 1intended 1is a frequency weighted

measure of the total power on a channel not arising frcem the
desired signal.

. Signal Uncorrelated Interference

Primarily Lbecause of the existence of syllabic
compandors and digital transmission facilities which require
guantizing, tvo Lypes of bacsground + noise nmust be
distinguiched. The first is called C-message noise and is
the total freyuency weighted noise power nmeasured on a
channel in the abseace of signal. Hence, it 1s signal
uncorrclated interference.

The second is referred to as C-message notched uoise
(c-notched ncise ) and is a measure of unwanted power ia the
presence of a signal. When signal-to-poise ratios arte
discussed, C-notched noise is usually implied. Quantizing
~oise, inherent in PCM systeas 1is measured as C-nctched
noise. (Reference 22)

C-message noise is measured by a gquasi-RMS tyfpe of
instrument with a time constant of about 200 ailliseconds.
Tke noise 1s measured through a filter called C-messaye
veighting which shapes the noise in such a fashion as to

make the acasurement more meaningful in terms of anncyance
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to people listening to the noise with a telephone receiver.
The C~message weighting characteristic was shown in Figure
6. The «characteristic 1is relatively flat over most of the
frequency range usually of concern for data transmission
(600-3000 Hz). Thus this wveighting is useful for data
channels even  though it vas developed for voice
applicaticns. The accuracy of noise measuring sets of this
type is typically #1.0 dB as determined by its measurenent
of a kncwn po¥ ~ source of 1000 Hz tone. (Reference 23)

C-message noise and C-notched roise readings are
expressed in units of aBrnC, or dB with respect tov reference
noise (-90 dBm, or -390 dB with respect to 1 aillivatt). The
uc* refers to the C-weighting. Por example, C-weighted
noise having an rms power of -70 d5m would ke elpressed as
20 dBrnC (90-70=20).

C-notched noise is measured with the same tyfpe of
instrument as @message circuit noise except for the filter
characteristic. 10 order to estinate signal-to-ncise
ratios, a 10604 Hz tonc (called a "holding tone™) is applied
at the far end of the channel at a power approximating aa
actual signal. Tais tone activates <ccapandors and
quantizers. The tone is removed at the receiving Bnoise
meacuring set by a notch filter which suppresses the hclding
tone by at least 50 dB. A frequency of 1004 Hz 1is used
instead of 1000 in order to avoid using a rational
suknultiple of the sampling frequeacy which caan lead to
problens.

When either wxessage circuit or C-potched noise 1is
measured, sgall swings of the wpeter (up to +6 4E) are
mentally averaged. Occasional large jumps in the noise are
ignored. These momentary large fluctuations are usually due
to impluse noise which is measured in a different ranner.
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2. Impulse Noisg

Inpulse noise can enter a channel at any point awnd be
carried throughout the system. Impulses can be generated in
the equifpment itself, be picked up from power lines, cr be
generated in the eavironment and radiated into the system.
Excessive impulse noise can  severely impair data
transaission and must be traced to its source when it is
detected. (Reference 24)

Impulse noise 1is a distinct phenomena from message
circuit noise. Although some peaks of message circuit noise
are registered on impulse noise counters, the vast majority
of impulse noise arises from sources that are independent of
message circuit noise sources. This case is demonstrated in
Figure 19. 1The difference between message circuit noise and
ippulse noise 1is easily seen. In this case, the igpulse
noise is sc apparent because of the relatively 1large
bandwidth involve.. Fiqure 19b shouvs the result in a voice
tandwidtn channel of one of the ipmpulses illustrated in
Pigure 19a. ¥Ncte the smear in time (5 milliseconds full
scale) and the vinging due to the baseband filters. It is
noise of the type shown in Figure 19b that is of . -imary
concern.

The most frustrating characteristic of impulse noise is
its time variability. When exposed to impulse noise
geasureuents for the first time, the initiali react.ion pay be
ancertainty and lack of faith in any single measurenent made
in a reasonable short (5 to 15 minutes) time. This is
primarily due to the fact that the number of 1lapulses
occurring during a fixed tiae interval at a fixed threshold
is log-ucrmally dastributed. A typical sample of six such
nusbers w®ight be 5,8,52,06,0,4. It is somewhat sigpler to
look at impulse nolse tnat 1is normally distributed, thus
that will ve discussed {irst. (References 25 and 26}
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A« 50 ms of Noise on a 48KHz Channel

Be 5 ms of Impulse Noise in a Volceband Channel

Figure 19« Examples of Impuise Nofse on Two Different
8andwidth Channels
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Ispulse noise level is defiped as the threshold
(expressed in dBrnC) at which the median count from a number
of observations (each bhaving the same specified tinme
interval) is equal to a specified number. Both the wmedian
nuaber of counts and the specified time interval have
changed over the years. In the nid-1950s, the anumber of
counts (not exactly the median in this case) was 70 and the
specified time interval vas 1 hour. In recognition of the
fact that 1 hour 1is inordinately 1long for measuring a
parameter, the test interval has been steadily shortened as
more konowledge has becoae available.

By 1963, the measurement interval had been reduced to
30 minutes solely on the basis of a great deal of experience
by numercus people who agreed that such an interval was
adequate. On that basis, the 1963 impuise noise survey vas
conducted by esaking 30 winute tape recordings of noise. Tae
data collecteld coatinues to be the best source of
information on this topic. The data were summarized in two
vays that are pertinent for this thesis. (Reference 27)

First, cumulative distributuion functions (cdf's) of
the noise couats on inaividual channels were made every 5
ainutes frca 5 to 30. Two examples are shown in Pigures 20
apd 21. The 1impulse noise level may be tracked over the
30-minute interval by observing the threshold at which five
counts in S5 a@wminutes occurred, tem in 10 minutes, etc.
(Impulse noise level is here defined as that threshold at
vhich the median count for a nuasber of observations is equal
to one per eginute.)

Traces of the ippulse noise level may then be made by
connecting tke poipts so identified on the cdf's. Figure 20
shous an crample of very little moveaent of impulse noise
level. Fijure 21 shows an example of very gqreat govement.
In Figure 20 the impression is that the impulse noive level
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is "settling down" by the end of the 30 minutes. Many such
sets of cdf's were constructed and examined. In alasost all
caseés, there was a qualitative feeling that the 30-ginute
measurement provided a reasonable estimate of impunlse noise
level., at least it is an average taken over 30 minutes and
so is a Letter estipate than that provided Lty a shorterx one.
This is the cnly known supportive evidence that 30 nminutes
is an adequate measurement interval for impulse noise.

Most impulse noise originates with the actions of
pecple. Sukscribers initiating and termipating calls cause
relays and switches to be activated and released giving rise
to impulse uolise from tne associated electrical transients.
Normal maintenance, installation, and repaar activities,
witain the conmnmunication system introduce impulse poise.
Since peorle use the coamunication system more dscing the
day than at night, impulse noise exhibits large diurnal
variations. Thus it makes little sense to talk abpout the
impulse noise level on a circuit. What is obtained in a
meacsurement wmade during the noreal working day is aan
estimate of the maximum impulse noise level achieved. With
this thought in mind, Pigure 21 now represents a 30 eginute
trace of impulse noise level during its peak period.

Using the premise that a 30-minute interval provides a
usable estimate of peak 1impulse noise activity, the next
logical step 1is simply to use an even shorter interval. Tne
penalty 1in uncertajaty incurred by using shcrter intervals
must be exawmined. dsing the 30-minute estimate as the
yardstick and looking at the relative variance of estirated
impulse ncise level as a function of time, two exanples of
the <change in the variance of estimated level, conmpared to
the 30-minute estimate, are presented in Figures 22 and 23.
keferring tc Figure 23 it is noted that the variance falls
from 5.0 dB to 0.1 dB as the interval increases from 5 to 25

minutes. Since tne distribution of nolse levels is notraal
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the expected error in a measurement of from 5 to 25 wsinutes
long can be derived froa the data in Pigure 23. The
standard deviation for 5~aminute estimates is about 2.2 dB so
it can e determined that 95 percent of all S~ainute
measurements will be within #3.6 dB of a 30-aminute
measurement. Similarly, 95 percent of the 15-measurements
will be within #2,7dB of a 30-minute peasureaent, Most
measurements will come closer to the 30-minute estimate than
the numbers just given. Por example, using the data in
Figure 22 it is fouad that 95 percent of 5-minute estinmates
vill fall within #2.3 dB of a 30~pminute one. Impulse Dnoise
level is not simple to measure. It normally requires the
use of a multjthreshold counter and ianterpolation alcng a
cdf of counts at some specified threshcid or a maxinmum
number of counts at sone specified threshold. The
requirements are always based, however, on a desire to
control the maximum dmpulse noise level. As shown next,
estimates of the 1-count per minute impulse noise level may
be made solely from count distributions at an arbitrary
level.

It has been stated that count distributions are
log-normal and that impulse noise level distributioczs are
normal. Tbere are, however, simple relationships to chaange
from count distributions. The mean of the normal impulse
noise level distribution is simply the value, in dBranC, at
which the impulse noise test set recorded the count
distribution. It has a count associated with it which 1is
sipwply the nwmedian of the observed count distribution. The
standard deviation of the impulse noise level distribution
may be estimatcd by the expression G;' = m U;', vhere a 1is
the inverse slope of the peak amplitude distribution in 4B
per decade cf counts (averaging 7.0; see Figure 24) and the
standard deviatioa (G;) of the log~normal count distriktution
is calculated by takiny the square root of the log cf the
ratio of average auaber of «counts to the median count.
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Thus:

1/2
G;-— (10910 (average couant/ median count)) /

Where the median is not equal to zero.

In the evaluation of impulse noise level on chanaels,
the average and standard deviation of the impulse noise
level amay be estimated as above. Let the impulse noise
level frcom a set of neasurements be N counts per unit time.
The thresnold at which the nmedian of a nusber of
measurements would be one count per minute can be estipated
by wusing Fiqure 24 which shows the peak amplitude
distrabution of ippulse noise average over many facilities.
For exawple, if N=10 counts per minute at a given threshold,
the one count per ainute threshold would be 7 dB above the
threshold used to measure 10 counts per minute.

The iwmfpulse noise level on a transmission facility may
be determined by making 5-minute measurements on a numker of
channels cn the facility and computing N as discussed above.
8y the use of Piqure 24 the measurements may be taken at any
threshold and converted to the one ccuat per @mrinute
threshnld. Knowledge of the standard deviation of the
impulse noise level is also wuseful in engineering
facilities. For example, 1if the standard deviation 1is
large, aore margin against the effects of ispulse noise may
be provided by reducing the impulse noise level belcw normal
objectives.

While the net noise on channels in a frequency division
multiplexed carrier facility will be essentially the same,
in general it cannot be expected that an external traasient
will cause a simultaneous pulse on all :channels. The noise
is introduced to €ach channel by a process whicn
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essentially sultiplies the external pulse with each channel
carrier signal. 1In general, the carriers are not coherent,
i.e., they do not all go through maxima and ainima at the
same time. Hence, one external iafluence will produce
observatle pulses on some channels but not on others. This
same process also causes external transients of equal
magoitude to ke dispersed in awmplitude on the carrier
channel. Thus, fixed amplitude disturbers will be sfpread in
amplitude over a range of apout 20 dB on a double sideband
carrier system and about 6 dB on a siangle sideband carrier
system when geasured at tne output of a single «carrier
channel.

It is known that impulse noise frequently occurs in
clusters. Due to size and cost considerations, early
instruments designed specifically to count noise pulses used
electromechanical counters. It was recognized that soae
number of noise pulses would be missed because they cccurred
shortly after a noise pulse in the process of being recorded
by the counter. The time it takes a counter to register one
count 1is referred to as dead time. 1In crder to collect
ccaparative data with different sets, the dead time 1is
electronically coatrolled to be very close to 140 ms. In
order to evaluate the effects of not counting all pulses,
ccmparative tests were run using an electromic counter and
an electromechanical onme. Distributions of the number of
pulses gmissed in a 30-z1nute period due to dead time were
constructed. Figure 25 shows that in some instances as many
as 120 wmay be missed because of the dead tiume. Pros data
such as shown in Figure 25 it is possible to use an average
nuaber of agissed impulses as a correctioa factor. It is,
however, sisjpler to include such a factor 1in stated
objectives fcr control of iapulse noise rather than force
the use of a correction factor after each measurement. Even
though the distribution of aissed noise pulses is very skew,
research has not uncovered any problems with this

78




oy

£Number Of Occurrences

154
10

54

o ol manlls

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 64 120

Counts Missed

Figure 25- Number Of Impulses Missed In A 30 Minute Period
By Electromechanical Counters, Threshold
Always Adjusted To Produce Exactly 30 Counts

In 30 Minutes On Counters,

19




approach. Even though the numper of missed iampulses with an
electromecharical counter may appear gross, the change in
threshold (increased sensitivity) required froa the
electromechacical counter to achieve a count equal to the
electronic counter is omly about 0.9 4B on the average, with
a standard deviation of 0.76 dB. (Reference 28)

3. Single Fregquency Interference

Single frequency (SF) interference refers to unwanted
steady tcnes. Short bursts of tomes whicah may occur froa
crosstalk of aultifrequency signaling, for example, do not
falli in this category. (Reference 22)

The regquirements for SF interference is that, when
measured thorcugh a C-message filter, it be at least 3 4aB
below C-message noise 1liaits. A simple audio monitoring
arrangament cn the output of a C-message noise test set will
usually detect this interference since tones exceeding the
limit are easily heard if the C-message noise is within its
normal range. Tahe audio monitoring arrangement eliminates
the need for sweeping the channel spectrum with a frequency
selective vcltpeter to detect tones.

A foclprocf test for SF interference is not possible
with either technigue. If the SP tone source occurs Lefore
a cowpandored facility, chances are that it will nct be
detected with a C-message noise measuring set since it will
be down approximately 18 dB from its power in the presence
of a signal. Audio aonitoring at the ocutput of a C-nctched
ncise test set will detect SF interference for voiceband
tones aot in the rejection band of the notch filter.

Single frequency ianterference 1is [potentially most

disturbing to systeas which frequency multiplex several
narrovband channels on one voice bandwidth channel. Voice
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frequency telegraph 2quipaent is a common exaample. Consider
a system which supdivides a voice channel into 20 telegraph
channels. The C-message noise in each narrowband channel
will be dcwn from that measured in the {ull voicekand
channel by about 13 dB. SF tones, however ,do not realize
the rz2duction due to tae narrower bandwidth and may be the
controlling impairment im such a situation. This fact
should be taken into account when multiplexing is used.

4. Quantizing Naise

To transmit analog signals over digital lipes, the
analog sijpals are firs: saaspled in time. One of a finite
nucber of amplitudes is then used to represent each <sanpple
to the nearest pussible amplitude. The distcrtion caused by
the round-off error, in conjunction with samgling, is called
quantizing ncise or Juantizing distortion.

Quantizing noise 1is Mmeasured in the same way as
C-natcned ncise as previously descriked. Althougn
quantizing noise is signal correlated, it is considered to
have tne sawmc effect on transmission Juality as an equal (in
power) amount of backyrouna noise. This 1is sopewhat
conservative since tests have indicated that the jmpairiag
effect is 0 tc 3 db less than Gaussian noise. Quantiziag
ngise can afppear as other impairments when viewed through
certain test sets. For exaample, it can appear as haramonic
or interszodulation distortion. It may also appear as fphase
jitter. (These parameters will be discussed in detail 1ir

the section c¢n distortion.)

The =weasurement of quantizinj nolse reflects an
additional «ccmponent. Systen imperfections on PCh systeas
can caus€ nocrlinear distortion. Because of the sampling,
toe out-cf-tand energy from thas nonlinear distortioan is

folded over and apgears 1n-band. Thus, &shen a 2800 Hz
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holding tone is used to measure quantizing noise ,the second
and third harsonic distorxtion caused by system imperfections
appear at 5600 Hz and 8400 Hz. These tones are folded over
and appear at 2400 and 400 Hz (assuming a sampling rate of
8000 samples per second) and add to the smeasurement since
they are not removed by tne 2800 Hz notch filter at the
receiver.

—— e o e oy

In summpary the important parameters with regards to
noise are:

a. Message Cjrcuit Noise: Background noise measured
through a weighting .network.

b. C-kotched WNoise: A nmeasure of the background or
impulse ncise measured through a weighting tretwork when a
holding tone, wusually 2805 Hz at -10 dBmO, is being
trapsmitted over the system under te- . The tone is hlocked
at the measuring set by a notch filt.r.

c. Impulse MNoise: Indicated by the number of noise
bursts exceeding a selected voltage threshold.

d. Single FPrequency Interference: Spurious tones
present on thte channel in addition to the desired signal.

€. Guantizing Noise: Signal correlated nolse generally
associated vith the quantizing error introduced Dby
analog~digital and digital-analog conversioas in digital
transmission cystess.
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Ce DISTOATICN

Distcrtion exists wvhen an output wave form is not a
true reproduction of the input wave foram. The imperfections
and inherent non-linearities of the coaponents of the
comeunications system will not allow the output to be an
exact reprcduction of the imput, thus distortion results.
Distortion may consist of irreqularities in aamptitude,
frequency, or rhase<.

It 1is difficult to measure the phase characteristic of
a transamissicn systea since a phase refereece 1is bhard to
establish at the receiving ena of the circuit and the
channel may bave a varying zero frequency phase intercept .
Because of tnis, the derivative of pnase, the envelcpe delay
(dé/df) .bas tecen used as a measure of the [phase linearity
of ciLcuits. In practice, the true derivative cannot be
keasured eitser but can be approxirated by wmeasuring tae
difference in shaft (8 §) experiepced by the sidebands of a
narrowband A¥ signal, and presenting the apgroxinate
derivative, Ad/ Af ,or an instrument. The guantity B £ is
twice tke modulating frequeacy and is referred to as the
aperture of the 1instrument. The difference between the
gquantity pAc/B8f nmeasured at some freguency, and that
zeasured at scrxe refereance frequency 1is referied to as
envelope delay distortion.

The Fhase characteristic of any srstem can be
regprescnted ry a coastant plus a linear term plus tae

Pourier cxpansion of the phase distortion. Thus:

f) = A f A S 2  f
§U6) = A+ atf - 2,1 10 (20T 1)

A
-
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th
Where 1/%; = f is the period of tke i Phase coafonent in
3

Hz.

Heasyred €nvelope delay, D, is related to the true
derivative of the Fhase by the expression:

D= B¢/ BE = ((Sin x)/x) (d9/4f)

Where x = (wDL) /£ .
1

#hen £ = Af/n (for n = 1e2,34¢.4.), then D=0 so
b Y .
that the instrugent jis bliad to the Components equal ip

period tc submultiples of the aperture of the set. As the
CoREponent periods increase {Sin x)/x approaches 1 apndg p
Approxisates the derjvative more closely. Thus there €xists
2 weighting ot the bhase derivative by the measuring
instrument which 1s a function of the compcnent pericd and
the aperture of the set. Some welighting is desirable as
shown belcw.

Consider oune Component of the phase ckaracteristic to
be given by $(f) = a(sin W /f . If A is small, as it
o

Usually is, this results 10 one leadiug and one lagging echo

of the trarsmitted signal waich wilj} Cause intersymbol
intecference. The Bagnituae of the echoes »ill be givean by
A/2 and they will pe displaced in time frca the originail
signal by Ty seconds (T = i/fo). The derivative of tpe

above pnase curve is (A2% /£ ) Cos(2£7 /£ ) in the delay
o o
domain. Note that the aaplitude of the COmponent in the

delay dorain s changed by the factor 2W/f and sc ecno
0
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magnitude is not immediately evident from the delay curve.
With A held ccnstant and £ variable, Pigure 26 demonstrates
o

the delay applitude, (A2Qy)/f as a function of £ where the
o o

contours indicate equally interfering delay component feaks.
The magnitude of the delay coamsponent, for echoes of equel

magnitude, increases as f decreases. If a true phase
o

derivative instrumeat could be built, small feriod

coapcnents resulting in echoes equally as interfering as
large perioc¢ components would tend to coapletely obscure the
delay plct. Thus some smwoothing of small fperiod compcnernts
is desiratle in order to keep tne observed delay distcrtion
irregularities in proper'perspective.

Several different apertures have been used in practice
but this discussion will be 1limited to two. One is the
current Bell Systen standard of 16€-2/3 iz and the other 1is
the internationdl standard (CCIZT) of 83-1/3 Hz. Figure 27
shows bow e€ach of these apertures modifies the true
derivative cf the phase <characteristic by the factor
(Sin x)s/x. The factor (Sin x)/x is plotted as a function of

f for each oif the two apertures. Echoes are usually of
o

importance only where part or ail of the transmission [ath

consists of 2-wire facilaties. The jiots have oeen

truncated at £ = 20 Lz because 1t 1s the practice to
o

install e€cho supgressors on 2-wire connections vheén the
round trig delay exceeds 45 wmilliseconds, and f 1¢ the
o

reciprocal «c¢f the round trip delay or echo time. Thus

components fimer than 20 #z should ve of no interest.
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One eéexcepticn to this rule will occur if echo su .pressors
are disakled to permit sisultaneous operation in both
directions cver a single 2-wire connecticn. In fractice,
echoes with a delay time of about 45 milliseconds or greater
are wusua .y not a problem because of the extra loss they

encounter in traversing the relative 1long echo path.
{Reference Zg)

Proas Figure 27 it can be seen that the bell Systes sets
bave eight Llind spots (zero crossings) and come within 90
percent of the true delay for ripples at 500 Hz and higbher.
The interpnational standard aperture has four blind spots and

ccmes within SO0 percent of the true delay at about 300 Hz
and above.

The ragpitude of the intersymbol interference, due to a
single sinusoidal <component of the phase characterstic, is

given oy A sZ2, The peak possible intersymkcl interference
i

is given by EE-,Ai(' vhere the Ai are the coefficients cf the
Fourier seri;S expansion of the phase characteristic across
the band c¢f 1interest. In theory, this could occur for a
given phase characteristic for a particular signal segueuce
such that, at one ianstant of time, all the echoes generated
by the preceding sigmals added in phase. Because of tae

importance of the quantities A  is is of interest to examine
i

possible errors in the extraction of the A  from
i
measuresents. This can be done by examining now the A are
i
modified ty a perfect eanvelope delay measuring set and by a

delay

realizable envelope delay measuring set. (Reference 29)
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i
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realizable envelope delay measuring set. (Reference 29)
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the aperture error determined by the modulating frequency of
a delay measuring set will tend to offset this effect.
Curve II of Figure 28 shouws the response of the delay set
having an aperture of 166-2/3 Hz to a 12 dB 1listener echo.
The respcnse of the delay set, while having peaks of 1000
microseccnds, remains in the neighborhood of 500
aicroseconds peak-to-peak. (Reference 30)

2. Ecak-To-Average RBatig (PARB)

Due to the djifficulties in evaluating the resultant
intersymnccl interiference froa an envelope delay measurement,
it is difficult to establish requirements in the delay
domain which satisfactorily characterize the channel
quality. To help overcome this problem, a technique has
been develored to measure channel dispersion (spreading in
time of sigral amplitude) due to transusissicn imperfectijoans.
The coacept is to generate a pulse train with spectral
content =<haped to be represenative of a data modulated
voice~band sicnal with spectral components chosen at the
generator tc give rise to a high Peak~To-Average Ratio
(signal peak to full wave rectified average, abbreviated
PAE) of the signal. As such a signal traverses a dispersive
sedium, tke PAR will deteriorate. Then by wmeasuring the PAR
at the receive end, a simple measure of the dispersion is
obtained. If the prime source of dispersion is phase
nonlinearity, as it is in telecommunication channels, then a
quick measure of this impairment is possibl-.

The test set used to measure PAR also responds tc other
channel ispairments but to a lusser extent than phase
nonlinearity. PFPrequency response and nonlinearities are the
second and third most iamportant deygradations followed by
C-nctched noise, and incidental FHN.
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The PAR test signal has a spectrum ceatered at about
1650 Hz and has 12 dB points at about 1000 and 2400 Hz. The
detector resgcnds approximately according to the relation:

PAR = 100 (¢2E(pk)s E(FPWA))-1)

Where E(pk) 1is the normalized peak and E(FWA) 1is the
norsalized full wave rectified average of the enveloge.

In general, PAR ratings of about 50 or higher indicate
that intersywkcl interference for medium speed (2400 bits
per second) data traansaissioa will be acceptabple.

The FAFK ratings of a systea ray be calculated frca the
gain and pbase or gain and delay characteristics of the
channel if it is desired to know the rating percisely. The
PAR test 1s wused as a quick method of evaluating
telecommunications channels for nonvoice transmission. It
provides a rajpid means of sorting between channels baving
acceptable and unacceptable phase characteristics, The
accuracy of the npeter is typically +1 PAR pcint and
deviations in excess of 8 points from a calculated expected
value, or #+4 FAF points from an initially weeasured value,
provides sufficient reason to supect that some
characteristic has changed significantly. {References
31,32,33 and 34)

3. Noplinear Distortion

Nonlinear distortion can be broadly defined as the
generaticn of signal coamponents from the transmitted =signal
that add to the transaitted signal, usually in an undesired
sanner. The main sources are electroulc duvices and other
components comprising voiceband channels. The nonlinear

distortion ¢t concera here should not be confused with the
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intermodulaticn noise caused by nonlinezrities in the
tersinal equipment and line amplifiers of a freguency
division wmultiplex systea. Although these nonlinearities
can coatribute to the aonlinear distortion at vaice
frequencies, their contribution is usually negligible.

Nopnlinear distortion is commoanly reasured and
identified ty the effect it has on certain signals. For
example, if the signal is a single tone of fr:quency A, the
nonlinear dastortion appears as harmonics of the input.
Thus it appeers as tones at 2A, 3A and so on. Since acst of
the distcrtion usually occurs at the second aand third
harnonic, it is often measured by ithe power of each of these
haraonics, and is called second and third harxmonic
distorticn. If the amount of nponlinear distorticm 1is
measured by the power sum of all the harmcnics, the result
is called total harmonic distortion. These distcrtion
povers are not @meaningful wunless the power of the wanted
signal (tbe fundamental) 1is known, S0 21easurements are
usually referred to the power of the fundaiental and termed
second, third, cr total harmonic distortion.

For a multitcne input signal, the nonlinear distcrtion
is termed intermodulation distortion and appears as tonpes at
frequencies which are linear combinations of the the input
frequencies. As an example, if the input cousists of three
tones at frequencies A, b and C, the nonlinear distortion
appears at frequencies k‘A + sz * k3c where k1, k2' and k

are nonnegative integers. The distortion 1s cailed second

~

order distortion for those nonnegative values of k1,k and
£

k3 such that k1 + k2 + k3 = 2 and third order distorticn for

those values such that k‘ + k2 + k3 = 3. Trhe distorticn at
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a particular frequency is called a second or third order
product. The seccond crder product for kl = k2 = 1 and k3 =
0 ard is called an A+B or (or A-B) product. Tae third order
product for k1 = 2, k2 = 1 and k3 = 0 is 2A-B (or 2A+B).
The amount of nonlinear distortion 1is nmeasurei Ly the
magnitudes of various products with respect to the received

fundamental. (Reference 22)

A nonlinear channel aight be modeled with a thircd
degree pclyncrial:

ya x +a x + a_ Xx (Y

2
The quadratic distortion tera, a2 X , geuerates second

3
order distortion and the <cubic distortjon ternm, a3 X 4

generates third order distortion. If this is an accurate

podel, the harsonic and intermodulation distortion
measureaents are really equivalent for either one can be

p; 3
used to ccopute a2 and a3 and the mnmeasurements can be

related to one another. However, because Equation (1) is

cnly an approximation, the different ways of @measuring
it}

-

nonlinear distortion do not 7lways yield the same a_ and
L

a3 - To select the best measurement, it 1is necessary to

understand hov telecommaunication channel wuonlinearities
differ frcam Fquaticn (1). The three main differences are;
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frequeacy dependency, tiame variability, and the presence of
ncnlinear terms above the third degrze. The first twc are
most important and are discussed first. The third is

discussed at the end of this sectioan.

A cokmunicaticns channel may consist of several scurces
of nonlinearity alternated with linear networks as shown in
FPigure 29A. A siaplified model for estimating transaission
performance is shosn in Figure 29B. This model nas the saae
linear characteristics as the actual channel but 1t has only
one source cf nonlinearity. This ncnlinearity is chosea so
that the system 1im Figure 293 produces the same ratios of
signal~tc—-seccnd and ~-third order nonlinear distortion for a
complex =c=ignal at does the actual chamnel mcdeled in Figure
29A. The norlinear distortion zeasurement 15 intended to

deternine these ratigcs.

The amount of second and third order distortion at the
output of the wodel 1im Figure 29X depends on hcw the
distortico frcm the several sources of nonlinearity "adds."
This aaditior is 1illustrated beiow using twc nonlinearities,

2 3 «
each descrikted by x # a2 x + a3 x with a linear network

betuween then.

The phase angle of the linear network has the 1largest
effect on addition of the ncnlinear distortion. Eamvelope
delay distortion is wmsually known about the phase angle and

this 1is kncwn only above soame radian frequency w . Since
o

the phase angle is obtained by integrating over the envelope

delay distcrticn cuirve, the contribution below w is not
o

known. This is left as a parameter and denoted K. On a

single sidekaad (SSB} systeam K can be a function of tise.
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If the systes introduces a frequency shift of F Hz, K varies
over the range 0 to 2 and does so F times a second. K can
also vary ip a raandom fashion. Theoretical results cn the
response cf bpcnlinear systeas to Gaussian imputs can be used
tc compute the combined effect of delay distortiocn amd K.
Although data signals are not Gaussian, the additicn is
influeanced more by the fact that signal energy 1is
dis.ributed across the band than by the type of signal.

Results are first presented for third crder distortiox.
The linear petwork 16 assumed to introduce delay distcrtioa
egual to that caused oy oae pair of filters commonly used on
SSE systems. This amount of delay distortion 1is shown oy
the curve lateled "“I" in Figure 30. The in-band third crder
discortion 1s plctted along the ordinate in Figuie 31 in dB
#ith respect tc the distortion generated by only one of the
ncolioearities. Thus, 6 dB represents voltage additior and
3 dB pcwer addition. K 1is plotted in deqrees ou the
abscissa. A Gaussian i1mput having a raised cosine spectrum
from 700 Hz to 2600 Hz is assumed and in-band frequeacies
are taken to ke 700 to 2600 Hz. However, results are very
insensitive tc spectrum shape and bandwidth. Pigure 31 also
shows the level of the third harmonic for two different
input freguencies and the Jlevel of a 2B -A product. The
third harmcrnics show that the nonlinear distorticn is
frequency Jdefendent since different results are obtained for
different .nput frejuencies. Aiso if K varies with tiLe,
the level of the thi.d harmonic varies with time. The 2B -A
prcduct ccrrelates best with third order distortior

Several conditjons are of 1interest for seccnd crder
distorticn but the fcllowing 1llustrate the important ones.
One 1is for ecnvelope delay distortion equal to that cf the
pair of filters described above. Since these occur on a SSB

systew, K is a function of time due to the frejuency shift
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m2ntioned atcve. The other is for enveiope delay distortion
equal tc that caused oy another copmonly used short haul
carrier systes. This amocunt of delay distortion is shcwn by
the curve 1labeled “II" in Pigure 30. 1In this caseé the
envelope delay distortion is less and K does not change vith
tise. Tiqgure 32 presents results for the latter case for
tvc different input spectra. JNotice that a null exists at
scme values of K and that differences between the two
spectr> are quite large in the pull. A measurement which
agrees with one spectrua will aot agree with the cther.
However, it is iaportant to recognize that, for physical
systems, differences in this region are not serious because
for these values of K the seccnd order acanlinear distcrtion
generated at the i1nput of the linear network tends to cancel
that generated at the output. Thus the differences are
large only when the aaount of noalinear distcrtion is
insignificant. (Reference 35)

Results in Fiqure 33 are for envelope delay distcrtion
caused by tte pair of filters used with SSB systeass.
Spectrue lrandwidth has a laryer effect than in Pigure 32 ,
but a null still exists at some values of k. Transmission
performance in this case is a function of time since K is
the functicn of time. However, if K is time variable there
is Dno reascn to suspect that it would spend more time at
scae values than at others. Thus, if the power were
measured by averaging for a long enough tise we would find
that the seccnd crder distortion adds on a pover lasis.
This walue 1is labeled Eyuivalent Performance in Figure 33
and is used as a measure of quaiity for this circuit. This
is the value that the measurement should indicate when the
seccnd order distortion is time variable.
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The acdels presented have demoastrated time variable
aad frequency dependent aocnlinear distortioan. It is
possible that the sources of norlinearity theaselves could
be frequency dependent, however, it is felt that any such
effects are ssall over the raange of frequencies of interest.

Monlinear distortion test sets recently develcpeé use
two pairs of tones as the fundamental signal. This is known
as the 4~tone method. For this test, the four equal level
tones are transaitted at a coaposite signal power level of
=13 dba0.

The U4-tcne nmethod uses two pairs of tones. One gair
consists cf tones at 856 and 863 Hz (a 7 Hz spacing). The
seccnd fpair uses frequencies of 1374 and 1385 Hz (an 11 Hz
spacing) . The frequency spacing within each pair of toaes
is not critical tut should be different for each pair.
Lab<ling these fcur tones 11, A2, 81, and 82, thae
seccnd-order products (A+B) fall at A1+BI, AIOBZ. 52+E1 and
l20E2. If the spacing between A1 and A2 is the sane as that
between B apd B then A +B = A 4B and these tvo compcnents

1 2 1 2 2 1
will add on a voltage basis and give an erroneous reading.
The third crder produces (2B-A) fall at 231-A1, 251-A2,
2B ~A , 2B -A , D ¢B -A , and B +B ~A . The receiver uses
2 1 2 2 1 2 1 1 2 2
50 Hz wide filters to select the A+B, B-A, and 2B-A
products. 32 is the ratio of received comfosite

fundamentals to the power average cf the A4+B and B-A

products. 83 is the ratio of received composite
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fundamentals to the 2B-h [products. Tvo second order
products are used 20 reduce time variability The fpower sus
of these twc products are plotted in Pigure 34 as a function
of K for the amouats of delay distortion indicated ca the
figure. 1he measurement is not independent of K even though
the depth <cf the pull has been reduced. Thus, it is still
necassary tc average this reading for about 30 to 60
seconds. A slight risk exists that K will not change
appreciably cver 30 tc 60 seconds and that the ameasurement
vill o»pe in the null. The error could be up to 7 d8. This
maximum error can ke reduced by using a @more cosplicated
measurement scheme. However, more coaplicated scteaes only
reduce the maximum error by a dB or two. If the 1risk of
being in the null is too great, after averaging 30 to 60
seconds, the measurement can be made twice, 5 minutes apart,
and the largest reading used.

Por the conditicn used in FPigure 32 in which case K is
not wvariable but the amouat of delay distcrtion is smaller,
the power sum cf the A+B and B-3 products tracks the second
order distortica for the Gaussian inputs.

The following considerations influence the choice of
frequencies A and B. As seen froam Fiqure 31, third crder
distorticy acds on nearly a voltage basis even with envelope
delay distortion present; thus, A and B must be chosen so
that delay distcrtion has a negligible effect on the 2B-A
prcduct. Fcr this to happen A,B, and 2B-A should be close
together and near 1700 Hz so that they appear in a
relatively flat part of the envelope delay distortion curve.
The "+B prcduct is chosen less than 2300 Hz and the B-A
prcduct greater than 500 Hz to keep the effects of channel
rcll-off =mall. As B-A increases above 500 Hz, the defgth of
the null in Figure 34 (the maximum error) increases. Thus,
B-A is kept close¢ to 500 Hz. Finally, since phase Jitter
components pight occur within 30™ Hz of any <ignal
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ccaronent, the aonlinear distortion products gpust e at
least that far removed froa a signal component.

The measurement aust be able to identify the nonlinear
distortion accurately in the presence of backgrouad noise
and quantizing noise. The problem is especially severe for
measuring taird order distortion on part of a built-up
connection because third order distortion adds approxirately
on a voltage rasis and noise on a powver basis.

Quantizing noise on a PCM systes ;oses a sgecial
problea because when a PCM system is excited with tones, the
ncise spectrum is not flat and continucus but discrete.
Sope of tpese discrete components add or beat with the
nonlinear distortion product lteing measured causing an
inaccurate and tine variable reading. Third crder
distortion is measured through a narrowband, 50 Hz filter
centered av 2B-2 and second order distortion through
narrowband, 50 Hz filters centered at B-A and A+B. These

values are tten referred to the received signal level.

To protect against false measurement because of high
noise or an interfering tone in cne of the measurement slots
the following test is made. Disanle the pair of toanes at B
and 1increase the others 3 dB. This 1lcads the systen
properly for a noise wmeasuremeat. The part of he
measurement due to noise alone can now be detersined.
Pigure 35 is then used to determine the «correction factor
vhich must be subtracted from the distortion measurement (or
added to the signal-to-distortion measurement).

It is usuvally thought that bharmomic distcrtion
measurepents follow what is called the "power series" law,
i.e., the =second and third harmonic increase 2 and 3 4B
respectively rer dB jincrease of the input power. This is
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38 To Be Addec¢ To Signal-To-Distortion Measurement
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Signal«To-Noise Measurement In dB Above
Signal-To-Distortion Measurement

Figure 35- Correction For Nolse
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based on the third degree polynomial model for
nonlinearities. Measurements on comaunications channels may
not follow this law for two reasons: the presence of
significant teras above third degree and the dependence of
the magnitude of the nonlinearity on the input pover.

An examfle of the first reason is a full wave rectifier
nonlinearity that can occur on a PCM carrier systen. The
second haracnic produced by a full wave rectifier changes
anly 1 dB per dB change imn iaput level. However, this

2
nonlinearity can be well approximated with azx if a pinimum

mean-squared error approximation is used. Tre approximation
then defpends on the amplitude distribution of the signal.
Practically, this means that to get a good approximatica the
asplitade distribution of the tect signal should be similar
to that >t a typical data signal or that they should span
roughly :be same range of amplitudes. For example, a 2-tone
test sig al should be about 2 dB above *he data signal. A
4-tcne 1est signal should have the same rms power as a data
signal.

The magnitude of the nonlirearity on syllabic
compandorec systems depends on the coampandor operating
point. To produce the proper operating point, thc test
signal shcul' have the same ras power as the data signal.
Because of ‘his, second apnd third order distortion might
change only €1ightly more than 1 dB per dB change in input.

The signs o.’ b2 and b3 in Figure 298 are not deterained
by the measurement. The sign of b2 is just as likely to be

positive as negative and in either case the effect on

transmission performance will be the sanme.
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However, negativ. values of b3 result in a compression of
signal fpeaks and can be more interfering to data

transaission than positive values. Although it is possible
that a nonlinearity may be enhancing for certain input
powers, it appears that most nonlinearities eacountered are
ccmpressing. (Reference 36)

4. Incidental Modulation

Incidental modulation is defined as any unvanted AM,
PM, or FM imposed on the information carrying voiceband
signal by a disturbing source other than itself. This is a
signal correlated ‘interference because it uses the signal as
a carrier, but it is a parasitic rather than a reflexive
interfercnce like nonlinear distortion. Spurious AM izposed
by electrcnic cconponents with faulty power supplies and
extraneous f@ introduced via unstable carrier freguency
sources are €xamples of incidental wmodulation. Jittering
clock pulses in digital carrier systems may also contribute
small amcunts of phase modulation to a voiceband signal, but
this is at acst a second order effect.

To observe the important properties of this tyfpe of
interference on frequency division aultiplex systems, a
single-frequency sinuscid in the center of the voic<band 1is
transmitted. Let this signal be represented by:

-
n

A Cos(2ff t)
(o] (o]

vhere 1000 < £ < 2000 Hz
o
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The received wavefors of this tomne in the absence of
nonlinear distortica products can be simply expressed as
fcllowus:

V =A G(f ) (1+m(t)) Cos(2f Nt+¢ (£ )) +a(t) +n (t) (2)
r o o (o] 0

vhere G(f ) and ¢(f ) are the channel amplitude and phase
0 o

characteristics respectively at frequency f ,
o

n(t) is the total uncorrelated interference,
ma({t) in incidental AM, and
©(t) is incidental PM

Incidental M can be expressed in general as the following
suppation:

6{t)=0-+(2 f(t))+ ©Cos(2 £ t+d ) (3
o 3 j 3

® , when not equal to n2 ,(n=0,1,2,...) is phase
o

intercept distortion. It contributes identical phase shift

to ail frequencies present in the voiceband signal. 1It,
thereforth ajfears as the zero intercept on a graph ot phase
versus frequency for <carrier deriver channels. It rmay
appear time variable due to contributions from the secoad
and third teras.

8f is steady-state frequency shift in Hz. It also

contributes equally to all frequencies of the voiceband
sigpal. It bas the effect of shifting the signal spectrua.

110




Gh,fj,éj define N-independent sianusoidal components of
the phase wodulation. Note that the summation does not
imply a Fourier expausion of &(t), because the f£ are not
necessarily harmonically related. Since the peak deviation
in radians is usually saall( Qj<0.2), this constitutes low
index PN with a single set of sidebands (fo+f ) for each of
the N components., The twc sidebands are present for each

frequency present din the voiceband signal, so that, in
general, <sfrectral symmetry is not guaranteed for the
ccoposite signal,

5. Phase Int-rcept Distortion

Phase inptercept distortion is < in Equation (3), it is
o

the frequency and tiae iavariant component of phase shift in
the received signal wvaveform. Under basic channel
characteristics, measurement of the pnase shift through a
copmunications channel 1is difficult to perform. Even on a
looped back ccmnection through a communications network it
is difficuit to isolate phase intercept distortion from
phase noplinearity. bPhase intercept distortion is not
easily contrclled cn a carrier systeas but it has no adverse
effects on voice transamissioa. Designers of terzinal
mcdulating eguipment for nonvoice signals have circumvented
phase intercegt distortion by frequency translaticn of
baseband signals and derivation of the local demodulating

carrier from received waveforas.
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6. Preguency Shift

The £ in the second term of Bquation (3) is fregquency
shift, which may be generated in the following manner.
Military communications systems frequently use single
sideband carrier transmission facilities. 1In these systeas
the carrier frequency is not traasmitted with the signal so
that the signal may be demodulated with a locally generated
carrier that differs slightly froa the modulating fregquency.
This introduces a fixed frequency shift for all single
frequencies ty an amount equai to the difference between the
modulating and demoedulating freguencies. In scoe older
carrier systesms still in use, frequency shifts greater than
5 Hz gnave been observed due to relatively poor control of
the difference between the wmodulating and demodulatiag
carriers. In never systems frequency sanift is held to less
than 1 Hz. Feasurement of carrier frequeacy shift cegquires
a tone source near 1000 Hz that is stable to at least one
cycle per million. Both the transmitted and the received
vavefora's 2ero crossings amust then be observed with
frequency counters accurate to within +#0.01 percent. The
difference in zero crossing couants is frequency shift to the
nearest 0.1 Hz.

Frequency counters are generally not balanced to
ground. They may be seansitive to extraneous noise picked up
on the test leads or from longitudinal currents on the line
under test. Tc avoid disruption and insure repeatability of
frequency measurements, it is desirable tc place a 200-300
Hz bandpass filter centered at 1020 Hz just ahead of the
counter.
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7. Phase Jitter

The third term jin Equation -(3) represents all of the AC
components of incidental P¥, which cause the zero crossings
of a voiceband siganal to "jitter". Phase Jjitter
measurements also jinclude the disturbing effects of
ancorrelated interference and dquantizing noise. 1In fact
phase jitter measurements should always be accompanied by a
signal-tc-poise measurement to ascertain what porticn of the
measureament is due to incidental P¥ and hov much 1is npoise.
Fiqure 36 demonstrates jitter readings produced by
quantizing ncise on a time division wmultiplex systez aad
Pigure 37 illustrates the effect of uncorrelated white
Gaussian poise on a typical phase jitter measuring set. A
test set that would respond to pure phase modulation oanly
and ignore ncise is highl, desijrable but not 1is currently
available.

The instantaneous phase of the received data signal is
likely to Jjitter, typically, at rates of 180 Hz and below
causing sidetapds with magnitudes of approximately 138 dB
below the level of the carrier. This is approximately 15
degrees peak-to-peak. This effect is primarily caused by
ripple 1in the DC power supply appearing in the master
oscillatcr cf long hnaul carriers and being multiplied
thrcugh many stages. Some phase jitter als? occurs in short
haul systems from incomplete filtering of image sidetands.
Digital <carrier systeas also will exhibit jitter at certain

input freguencies.
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Phase Zitter ameasurements are wmade to assess the
disturbing effect of undesired phase mcdulaticn upon
received data signals. The peak-to-peak instantaneous phase
deviations cf the received <carrier signal are measured,
normally with respect to a local osciilator thac |is
phase~locked to the 1long terma average of the received
signal. The phase-locked signal provides a jitter-free
reference which is used as a basis for the phase jitter
eeasurenent. Since random noise can cause what would appear
to be a sigrificant amount of pbase Jjitter, a C~notched
noise wmeasurement should always be made in conjunction with
phase jitter measurements. Also, because dgunantizing noise
can cause a signifjcant phase jitter readiny, care aust bhe
exercised in the choice of the carrier frequency and ipn the
filtering tc suppress the effect of noise on the
aeasurenent.

The nmost commonly found single-frequency coapcnents of
phase jitter are 20 Hz (Ringing Current), 60 Hz (Commercial
Pover) and the second through fifth harmonics of these.
Since the peak phase deviation caused by AC components of PM
rarely exceeds 0.2 radians (low index phase modulation) only
one pair of significant sidebands are produced for each
sinusoidal ccnmponeat. Hence, a bandwidth of about 600 Hz
centered about a carrier at or near 1020 Hz suffices to
recover the majnr suspected sinusoidal PM without incurring
large amcunts of uncorrelated interference.
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8. Incidental Aaplitude Modulation

Incidental AM om comamunication channels takes the fora
of low index double sideband amodulation of voice-band
signals. Thus, referring to equation (3), m(t) is envelope
sodulation cn the sipusoidal carrier of frequency fo with

received amplitude A G(f ). The incidental AN vaveforas Bmay
o o

be expressed as follows:

M
B(t) = EE‘. Cos(2 f t+$ ). @Where » ,f ,9 define
PYYRE:! a a a a a

tne M-independent siunusoidal components of the amplitude
mcdulaticn with low peak index (}Ena<0.2). ( The sumpmation
does not pmean to imply to a Fourier series.) A single set
of sidebands, £ + fa, are produced for each AM comfonent

o
but, except for their phase relationshifp to the carrier

signal, these are indistinguishaple from PM sidekands.
Also, since incidental AM is low index, only suall
peak-to-peak excursions of carrier are evident and <csinmgle
observaticn by oscidloscope or envelope detection makes the
A extremely difficult to distinguish froa additive
uncorrelated interference (especially hum and other single
frequency interference). Hence, as was the case for
incidental EM, baand limiting and removal <c¢f other
interfering modulation by a circuit analoyous to the limiter
for PM are isglied.

Little ccncern has been expressed up to the present
time over incidental AM on telecommunications channels. 1Its
effect on voice transmission is bpegligible but with the
advent of high speed (9600 bps) wodems it may become a
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paraascter of interest. Some high speed modeas show a
sensitivity to incidental AM wvhen it reaches a magnitude of
about 10%. Almost no data exist to estimate the a=magnitude
of this iepairment.

9. Rhase Hits And Gain Hits

Gain ard phase changes that occur very rapidly may be
encountered on telecommunciations channels. These are
transient [fphencamena that might be thought of as compcneats
of the m(t) and o(t) of Eguation (2). A phase or gainm hit
is defined as being a phase or gain change which lasts for a
shert period cf time after which the signal switchs back to
its original phase or gain. A phase or gain change is
defined as one which occurs im the signal and it then
remains at this new phase or gain for an indeterminate
amount of tige, Some of the more coamon causes of these
phepomena are automatic switching to standby facilities or
carrier supplies, patching out working facilities to perform
routine maintenance, fades or path changes in microwave
facilities and noise transients coupled into carrier
frequancy SOUrCES. The channel gain and phase (or
frequency) shift may return to its original value in a short
time or remain at the new values indefinitely.

Gain changes are typically detected by changes in the
AGC circuit and phase changes by means of a phase lockad
loop. 1In order to provide protection against the detectors
falsely operating on peaks of uncorrelated noise (impulse
noise) a guard interwval of 4 milliseconds should be designed
into the peak indicating instrument. Unfortunately, such a
guard interval will also effectively mask out +true phase
impulses =shorter than 4 @williseconds that are not also
accompanied by a peak amplitude excursion large enough to be
detected by the threshold devices. This risk is considered
justified at this time when the known relative f£frequencies
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of phase jumgs are compared vith those for ispulse noice.

Instruments used to measure gain and phase hits, as the
rapid gain and [phase changes are usually called, do sa by
monitoring thre magnitude and phase of a sinusoidal tone.
Hits are recorded and accumulated omn counters with
adjustable tbhresbold levels. Gain hit counters typically
accumulate events exceeding a threshold of 3 38, although
they do not distinguish an increase from a decrease of
magnitude. Sisilary, phase hit counters accuaulate changes
at thresholds from 10 to 45 degrees in 5-degree steps. They
respond to any hits equal to or in excess of the selected
threshold. A switch which removes the impulse noise
blanking feature under the wuser's discretion may be
desirable, when impulsive phase hit activity 1is suspected.
As with the 1impulse noise counters previousiy discussed A
controlled dead time of 140 as should be built intc the
counters in order to obtaia consistent readings with
different tyjes of sets.

A phase hit |is defined as being a phase change which
lasts for a shert period of time after which the signal
switches back to jits original phase. A phase change is
defined as one which occurs in the signal and it then
remains at this nev phase for an indeterminate amount of
time. The fcllowing statistics on phkase hits (and gain
hits) were ccllected by monitoring five long-haul Bell
Systeam Communication channels for a total of about 70 hours.
They are wmeant to be descriptive only and do not quantify
the accurrence of these events in Bell System channels.

When the 70 hours was Lroken down iato 15-minute
intervals, it was observed that 70 perceat of the intervals
had no frhase bhits in excess of 22.5 degrees. The interval
with the largest numrcer of phase hits had 12 of them (see
Pigure 38). The distributions of the magnitudes of phase
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hits and phase changes are shown in Figure 39. Both p[plots
in Figure 39 sktart at 22.5 degrees. This was
instrumentation limitation. Phase changes 1less than 22.5
degrees vere not recorded. The distribution of the
durations of phase hits is shown in Fagure 40. The
distribution shown is a conditional one. The phase hit
duration had to ke between 1.6 and 220 as tc be entered into
the distriktution. Most data modems will have acccamcdated
the new phase before 220 mas and be operating error free
again. This also was an instrumentation limitation. Note
that apprcxisately 13 percent of the phase hits are shorter
than 4 @ms in duration and would be missed by a phase hit
counter which has the 4 ms guard interval in it.

Gain hits aprear to be more common in the network than
phase hits. The distributions of occurrences in 15-gzinute
intervals are shown in Figare 41. VNote, that at a 2-dB
detection level, only 58 percent of the intervals had no
gain hits. The largest number of gain hits observed in 15
minutes was 27. Also, as aight be expected, the larger gain
hits occur 1less frequently than the small ones. Figure 42
shows three distributions of the amplitudes of gain hits.
Figure 43 shows distributions of the duraticns of gain hits
for various detection levels. Note th.t 95 percent of the
gain hits in excess of 10 dB last longer than 10 ms.

One serious p-oblem with gain and phase hit counters
occurs when a signal drop out on the order of 20 to 30 dB
way occur and the background noise may sSimultaneously rise
to a value near the original signal level. The phase locked
loop will still recognize the desired sigmal but errcneous
gain and phase hits are recorded due to the influence cf the
noise. This probplem is partially mitigated by blanking the
phase and gain hit counters during a drop out.
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10. Drofcuts

Given the A.G.C. raange of wmost ocdems and froa
observations made on the channels nmentioned previously it
would appear that a amost reasonable threshold for defining a
dropout would be 12 dB. This would allow moderate dJecreases
in signal 1level and still peramit the wodem to operate.
Therefore, 12 dB is defined to be the threshold for calling
large negative gain hits drogpouts.

The data in Pigure 43 can be extrapolated to estimate
the minipum length of a 12 dB dropout. This occurs at aboat
10 ms. This then completes the definition of a dropout. It
is aany negative gajn hit w#hich is equal to or greater than
12 dB and lasts for at least 10 as.

- ——— ——

Io summary the important parameters 1in regards to
distorticn are:

a. Envelope Delay Distortion: Eavelope delay is
defined as tae derivative of the circuit phase shift (in
radlians) with respect to freguency (in radians per second).
The deviaticn of this derivative at any frequency frca its
value at a perscribed fregyuency (usually 1800 Hz) is called
envelope delay distortion.

b. Feak-To-average Ratio (PAR): A measure of the
transamlssion quality (mainly the phase response) of a
channel for wm@any data signals as derived fron a
peak~to-average ratio measurement of a fparticular test
pulse.

C. Nconlinear Distortion: A measure of the second and
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third order nonlinearities.

d. Frequency Shift: A fixed offset in each received

frequency of a signal relative to the transmitted signal,

due to differences 1in inserted carrier frequencies in

receivers of tramsmission systeas.

e. Phase Jitter: Undesired phase aodulation

on a
received signal.

f. Phase Hits and Gain Hits: A phase or gaim change

which lasts fcr a short period of time after the <ignal
switchs kack to its criginal phase or gain.

g. Dropouts: Any negative gain hit which is

equal to
or greated than 12 dB and lasts for at least 10 ms.

h. 1Incidental Modulation: Any unwaated AM, PN,

or FA
imposed on the

information carrying voicebard signal by a
distrubing scurce other than itself. ¥
i. Phase Intercept Distortion: The frequency and tiae

invariant ccoponent of phase shift in the

received =signal
wevefora. *

j- Incidental Amplitude Modulation: lLow iandex double
sideband amplitude mcdulation of voice signals. *

* At the present tiae, testing

technijues and
instrumentration have not

been developed to measuyre these
last three parameters easily or accurately.
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NANCE MONITORING AND ASSESSHMENT USING A
IRANSHISSION IMPAIRMENT MEASURING SET

Most wmilitary technical coantrol facilities have the
equipment necessary to measure the significant paraseters
discussed in Section IV. The exception might be a bit error
rate tester. Appendir B lists the eguipment that would be
required to perform the wmeasurements. The analog test
equipnent wculd be able to measure the voice channels alone
and isclate voice channel gquality. The bit error rate
tester would be aueeded to measure the digital variables but
could nct isolate problems in the data 1line due to
malfunctions in the amodem. As can be seen, with the @many
variables to be tested, and the amount of equipament
required, the difficulty in setting up and measuring with
all of tais equipment would be enormous.

What is needed is a dedicated, task oriented,
combipaticn @measuring set. Fortunately such a piece of
equipment dces exist commercially. Tae Hewlett-Packard
49404 1ransmission 1Impairaent Measuring Set (TIMS, see
Figure 44) has been designed to do just one thing, that is
to test the significant analog parameters of voiceband data
communications networks im order to improve network
performance. Specifically, the TIMS will test most of the
parameters discussed in Section IV. Table III 1lists the
parameters discussed in Section IV and indicates those tests
that can te rerformed by the TINS. The TIMS specifications
are listed it Appendix C.
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Figure 44.

Reproduced from
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TABLE III

Parameters Discussed in Section IV Tests Performed by TINS

Loss yes

Return loss ' yes

long Teram loss Varjiation indirectly
Attenuation Distortion yes
Baseband Loading no

Message Circuit Noise yes
C-Notched Noise (Noise-With-Tone) yes
Inpulse Noise yes (3-level)
Single Frequency Interference yes
Cuantizing Noise indirectly
Signal-To-Noise Ratio indirectly
Envelope Delay Distortion yes
Peak-To-Average Ratio yes
Nonlinear Listortion yes
Incidental Modulatjion no

Phase Intercept Distortion no
Frequency Shift yes

Phase Jitter yes
Incidental Asplitude Modulation no

Phase Hits And Gaian Hits yes
Drop-outs yes
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Technical control personnel aust be able to quickly
measure [farameters that arffect transaission. Making all the
measuremeants with seperate sets rejuires a lot of time and a
technican with considerable experience. A voice channel can
be thoroughly tested with the TIMS in a saort amount of
time. Trcuble shooting data lines is much simpler, toc. 1In
one trip to the end of the data circuit, all parameters can
be recorded to show all the data necessary to analyze and
regair the fproblem.

The TIMS will permit technical controllers to isolate
and test the analog section of the network. If this section
is at fault, the common carrier can be contacted and given
the inforsaticn needed to begin repairs. If the analog line
is not at fault, normal digital fault locating techniques
can be vused to identify a defective modem, communications
terminal cr cther digital nhardware. Using this procedure
the tereinai 1is contacted only when their eguipment is at
fault.

ln the military comaunications system today, a high
reliability data network 1s essential. A complete, straight
forvard routine testing of the analog channels is vitai.
The TIMS fprovides routine monitoring of parameters to b
able to recognize slow degradations of chanpels and allow
corrective action to be taken before the 1line actually
tails.

The TIMS rejuires only one simple hock-up and needs
only a short warm-up period. A reminder lignt system guides
the techpnical coantroller through the measurements and
monitors ais switch selectioas for errors. Build in self
checks allow the technical controller to gquickly determine
if his set is in working order.
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411 meacsurement values are displayed on high visikility
digital readouts that simultaneously show three different
parameters. Measurement annunciators alongside the readouts
shov the aeasurement unit dispiayed. Ranging, decinal
placeaent, and polarity are all automatic.

A suitch automatically programs the transamitter and
receiver sections. If additional switch selections are
necessary to complete a test, special indicators above the
switches light up to guide the choice. If insufficieat or
erroneous selections are made, the set will blank out its
display panel to prevent incorrect data from being recorded
and will 1light a reainder lamp above the switch field
causing the froblea.

Level and frequency runs can be set up and logged in a
short amcunt of time. The transmitter frequency can be
stepped up or down from 204 Hz to 3904 Hz in 100 Hz
increments. This can be done manually or automatica‘’ly.
Frequencies are offset 4 Hz to avoid interference prchlems
with digital carriers. Level and frequency are disgplayed
sinultaneously at the transgit and receive ends on the
digital display. Received level can be displayed either in
absolute dBm or 1im dB relative to a desired reference.
Attenuaticn distortion can be automatically calulated and
disgplayed.

The same automatic frequency step controls can be used
to make envelope delay runs. Measurcments can be made using
either the return reference or loop-around wmethod. A
nc-loop indicator is provided to prevent erroneous readiags
vhen the envelope delay loop has been brokea. Level,
frequency, and delay are displayed simultaneously. The
delay is shown clearly in microseconds with no calculation
required. 1he TIMS will work end-to-end with all existing
envelope delay sets which utilize the same techaique.
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Background message circuit noise can be tested in two
ways: the traditiopal message circuit noise measurement with
a8 quiet termination at the end of the circuit, or a
noise-with-tcne measurement can lLe used. The 1latter test
measures the dynamic message circuit noise which 1s
ipdicative of the actual background interference on a
circuit with a data signal applied to it. The
noise-with-tone measurement is made using a 1004 Hz tone to
condition the voice channel «circuits to their normal
operating level. This tone is then filtered out ané the
residual message circuit noise is measured. A signal-to-
noise ratio for the circuit can then be calculated wvwith a
simple subtraction. This 1s an important figure of merit
for the channel. A noise-to-ground measurement is provided
for to show how severe the common mode noise problem is on a
particuiar circuit.

It 1is fpossible to simultaneously observe all the
transients that cause data errors. By counting phase hits,
gain hits, drop-<outs and three levels of impulse noise at
the same time, a mecre accurate analysis can be made of error
causes and chanrnel quality. All of these transients are
totalled by the TILL, during the selected count time and
stored in memory. The available count times are 5 minutes,
15 minutes and continuous. During the test and at the end
of the count time, either the impulse noise totals or tae
hits apd drop-out totals may be displayed frcm memorye. The
impulse noise threshold can be set to count impulses above 3
levels; low-level, mid-level (low +4 dB), and high-level
(low +8 dB). The 1low impulse noise threshold «can be
selected at any level between 30 dBrn aand 109 dBrn.

Phase hat and gein hit thresholds can also be set to
count transients above a desired level. Drop-outs are
automatically counted when the tone level drops more than 12
dB for lcnger than 10 milliseconds.
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Peak~to-peak measurements of instantaneous phase
deviations can be made by transamitting a 1004 Hz tone froa
one end of the line, and measuring the phase excursions of
the received tone with a TINMS at the other end. The TINMS
vill disfplay phase Jitter, received frequency, and received
level simultaneously. The TIMS is compatible with existing
phase jitter test sets since it can receive test tones from
990 Hz to 1030 Hz.

Nonlirear distortion is a measurement especially
relevant for transmission at higher data speeds utilizing
mvltilevel loading. The TIMS utilizes an intermoduilation
distortion technigque to measure nonlinear distortion. In
addition, it wused two pairs of tones to obtain consisteat
readings cn petworks with multiple sources of distorticn and
with digital carrier links. The tes. set will show second
and third order distortion products readings either in dBnm
or directly in dB as a signal-to-distortion ratio. There is
also inccrrorated into the set a check signal that allows
correctior fcr the influence of background noise cn tae
distorticn measuremeat.

The peak—-to-average ratio (PAR) is useful to determine
vhether c¢r nct several parameters have changed since they
vere last recorded. Troubleshooting with the set in the PAR
measurement mode will belp to identify the direction of
transmission with the wvworst characteristics. The PAF is a
single number rating; a composite of the attenuation
distortion, envelope delay distortion, nonlipear distortion,
and message circuit noise on a channel. It is a figure
indicative c¢f the degradation that a data signal would
undergo <cver a channel. The PAR test waveform is a
synthesis of 16 seperate weighted frequencies from 140 Hz to
3900 Hz designed to approximate the spectrum of a data set.
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Some other features of interest of the TIMS are :

Internal 600 ohm and 900 ohm terminations for both
receiving arnd transmitting modes. It car also be connected
in a bridging configuration in the receiving mode.

A talk circuit on the line under test can be
established directly through the set. Connections are
provided for connecting a lineman’s handset for dialing and
talking. Talk battery is provided so that coamunications
can be set up on dry lines. A holding circuit can also be
switched ia to allow tests to be run on a dialed-up line.

A4 built-in speaker peraits the amonitoring on eitrer the
transmit cr receive circuit. This allows the technical
ccntroller to make a listeninj analysis of circuit phenomena
wvhich cannot be analyzed quartitatively, such as the

listening test for single frequency interference.

A sample TINS transmission line fparameter record 1is
shown in Figure U45. All the data indicated oa the record
cap be @measured and iogged in 1less thar 30 @minutes.
Utilizing sefparate instrumeats to measure all of these
parameters wculd take two experienced technicars over two
hours.

As can te seen the transmissic. impairment @®measuring
set «can perfcra the functions of approximately 20 seferate
compunicaticns test sets now in use by military technical
control persconel. It can perforam the measurements required
for system analysis jin a auch shorter period of time than is
ncy fequired. These measurements, i1ntelligently analyzed,
will allcw¥ technical controllers to &monitor and assess

system performausce, SO d4s to be able to predict failures.
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The advantages of the TINS over the equipment now in
Use are:

1. Less expensive (approximately 2 to 1 savings) .

2. Shorter set-ap and Beasurement time (approximately a
4 to t reduction).

3. Less technical training required.
4. Less space required (approximately 10 to 1 reduction
in amount of space occupied, this is particularly important

for mobile technical control facilities).

5. OUp-to-date nmeasurement techniques available for
aeasyrenment cf modern systean paraumeters.
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Figure 45- TIMS Transmission Line Parameter Record
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VIe CQNCLUSIGNS

The fpurpose of this thesis was to deteraine and analyze
the specific parameters that are required for perfcrmance
ronitoring and assessment of military coammunications systems
by military techaical controllers. These parameters if
properly measured and analyzed will allow technical
ccntrollers to agticipate difficulities and fernit
appropriate ccrrective action before actual failure of the
ccmaunica:ions  systen. The following parameters were
arrived at:

1. Lcss: * End-to-end circuit attenuation, usually
measured at 1000 Hz.

2. Beturn Loss: A measure of the mismatch between the
actual circuit impedance as compared to a nominal impedance
defined fcr ideal circuits.

3. 1long Term Loss Variations: Changes in the loss of a
circuit due to agiang of conmponents, changes in physical
makeup, and temperature variatioas.

4. Attenvation Distortion: Loss deviation (1000 Hz
reference) over the range of frequencies of interest. This
includes static and dynamic frequency response and
bandvidth.

5. Baseband Loading: The result of high levels in the
taseband of gmultiplexed circuits. These high levels in the
baseband raise the 1loading level to the modulator and can

cause severe intermodulation noise on the channels.

6. Message Circuit Noise: Background noise measured
through a weighting anetwork.
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1. C~Notched Noise: A @measure of the backgyrouand or
impulse noise measured tkrough a weighting network when a
holding tone, wusvadly 2805 Hz at -10 dBm0, is being
transaitted cver the systea under test. The tone is blocked
at the measuring set by a notch filter.

8. Impulse Noise: Indicated by the number of noise
bursts exceeding a selected voltage threshold.

9. Single Frequency Interfereuce: Spurious tones
present on tte channel in addition to the desired signal.

10. Quantizing Noise: Signal correlated noise
generally associated with the quantizing error introduc.:d by
analog-digital and digital-analog conversions in digital
transaission systems..

1. Envelope Delay Distortion: Envelope delay 1is
defined as the derivative of the circuit phase shift (in
radians) with respect to frequency (in radians per second).
The deviaticn of this derivative at any frequency from its

value at a perscribed frequency (usually 1800 Hz) is called
envelope delay distortion.

12. Peak-To-Averagye Ratio (PAR): A nmeasure of the
transaission quality (mainly the phase response) of a
channel for many data signals as derived from a

peak-to~average ratio nmeasurement of a G[particular test
pulse.

13. Ncnlinear Distortion: A measure of the second and
tnird order nonlinearities.

14. Frequency Shift: A fixed offset in each received
frequency of a signal relative to the transmitted signal,

due to differences 1in 1inserted carrier frequencies in
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receivers of transmission systenms.

15. Phase Jitter: Undesired phase modulation of a
received signal.

16. Fhase Hits and Gain Hits: A phase or gain change
vhich lasts fcr a short period of time after the =signal
switchs back to its original phase or gain.

17. Dropouts: Any negative gain hit which is egual to
or greated than 12 dB and lasts for at least 10 nms.

In ccnclusion it must be emphasized that because the
military coszamunication systems of today are increasingly
more complex and sophisticated, it is necessary that tne
individuals wvho control the operation of these systems have
a thorough knowledge of the parameters that are required to
adequately wmcnitor and assess system performance. The
existing go or no-go philosophy of technical centrol
indicates that the knowledge of these basic systen
parameters dapparently does not exist. 1t is not enough to
prove that a circuit has failed. The technical ccntroller
myst be aktle to predjict any system d=gradation or iampending
failure. Kncwledge of tne basic parameters discussed in
this thesis coupled with the ability to measure and analyze
these parameters will allow the technical controllers to
monitor and assess system performance so as to be able to
predict failures. It can also be concluded that a
dedicated, task criented, combination measuring set such as
the HP 4940A Transmission Impairment Measuring Set described
in this thesis will gperform the measurements reguired for
performance wmonitoring and assessment in a highly efficient

<Jannere.
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ARRENDIX A

BASIC CONCEPT OF MILITARY TECHNICAL CO4TROL

———— ————— - — P t—S -\

Ae DEFINITICN AND FUNCTIONS OF MILITARY TECHNICAL CONTROL

Techpical control is a term designating the functions
of techrical direction, coordination, technical supervision
of transzission media and eguipment, quality control,
communications serwvice restoral, and status reporting
required in order to provide effective communications
services to the users. A Technical Control Facility (TCP,
see Fiqgure 46) is a station that functions as the point of
interface between the transaission elements of the systen,
interfaces users with the system and has the physical,
electrical, and manpower capabilities to perforam the
follcowing functions:

1. Exercise technical direction, coordination, and
supervisicn cver transmission 1links, supergroups, groups,
channels, «circuits, interfacing equipment appearing in the
TCF, remote transmitter sites, receiver sites, radio relay
sites and switching-relay sites, as well as those extension
communications facilities provided by or to all directly
ccnnected users.

2. Restore disrupted service to users via any
resaining available umeans on a predeteramined restoration
priority and near real-time basis.

3. Perform gquality control checks and tests cn all
channels, circuits, and equipment appearing im the TCP.
Exercise technical supervision over the performance of
quality ccntrol checks and tests on all transmission 1links,
supergrougs, and groups entering or leaving the TCP.
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4. Activates, changes, and deactivates circuits in
accordance with Circait Engineering Orders.

Se Befport to appropriate agency the status of
transmission 1links, supergroups, groups, channels, and
circuits for operational direction, mdnagement and record
purposes.

6. Isolate communication faults.
Ee QUALITY CCNTROL

The technical controller wmaintains quality and
continuity of coammunications by taking apprepriate action in
accordance with established technical contrcl procedures and
the statica standard operating procedures to prevent or
correct conditions adversely affecting the operation cf the
ccapunications circuits under his control. He is to provide
the follcwing preventive measures to assure gquality and
continuity cf communications.

1. Ferform operational tests on circuits to ensure
high quality operation and maximuam efficiency.

2. Periodically verify quality of coamunications
circuits, channels, and equipment by use of approfriate
communications test aequipment.

3. Use test devices, such as signal gJenerators,
meters, and distortion apalyzers in conjunction with mcnitor

aids to analyze circait conditions.

4. Determine over~all «circuit conditions from test
results and ckservatjions.
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Se Determine appropriate actiom to be taken based on
analysis c¢f test resalts.

6« Aprly established procedures using voice or data
(teletypevwriter) crder wires, in coordination with local and
distant facilities, to effect necessary operational
adjustments cn carriers and associated equipameat.

7. Direct HF radio frequency changes.

8. Place additjional authorized circuits in operation
as required by traffic load.

9. Coordinate utilization of cryptographic or other
security equifpment.

10. Cccrdinate with local using agencies, other
military cervices, and commercial communications
organizations in matters relating to circuit performance,
capabilities and utilization.

11. Maiptain required logs and records and provide
data for preparation of pertinent reports.

12, Maintain continuous knowledge of facilities
available for rerouting.

Ce CORRECTIIVE ACTION

The technical controller wust also ascertain aad
ipitiate appropriate action to correct conditions affecting
efficiency ard continuity of communications as follows:

1. Cocrdinate with 1local facilities and distant

technical ccantrollers and conduct tests to locate source of
trcuble.
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2. Participate in such tests by operating measuring
and test devices.

3. Zvaluate test results and factors involving
interruptions, failures, or disturbances resulting from such
situations as atomspheric storams, unpredictable ionosgheric
changes, interference rfrom other stations, and equipament
failures.

4. Ascertain in conjunction with local facilities ana
distant technical coatrollers appropriute corrective action,
such as sutstitution of equipment, frequency changes, or
other measures, such as establishing reroutes.

5. Beccrad all time lost or 1inoperative circuits and

other pertinent information for use in analysis of circuit
failures.

6. Report ald outages in accordance with perscribed
procedures.

7. Coordinate with maintenance personnel pertaining to
equipment malfunctions.

De SKILLS AND KNOWLEDGE REQUIRED

The skills and knowledge deemed necessary for a
technical controller are:

1. Must knov and be proficient im applicaticn of
technical cortrel frocedures.

2. Must knowvw available reroutes and must be familiar
vith equiimert available for use in restoring circuits.

3. Must know «current comamunication principles and

146




bt

ccncepts.

4. Must know operating characteristics, capabilities,
lisitations , and use of controlled communications equipment
to inclrde all transmission media used under his contrel.

5. Must know functional principles and application of
various types of test devices, such as meters, oscilloscope,
signal generators, and distortion analyzers.

6. Must know function and application of hand tools
nsed in ccemunicators electronics work.

7. Must know electrical and electronic fundamentals to
include theory of cperation of communications equipment.

8. Must be able to read and interpret equipment and
patch panel schematic diagrams, and trunk apnd circuit layout
records.

°. Must kpow principles of radio propagatiocm and be
able to interpret HF radio frequency propagation charts and

forecast data.

0. Must be able to isolate cause of interference ana
reccgnize various types of circuit troubles.

f1. Must know basic priciples of circuit conditioning
and the agplications of conditioning egquipment.

12. Must know characteristics of fixed plant cable and
wire line trapsmission theory.

13. Must know principles and a' ylication of wideband
data and carrier equipment, and syst as.
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14. Must be able to interpret nmeasurements indicaced
by test devices.
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APPENDIX B

IEST EQUIPMENT REQUIRED I

[=]

MEASURE PARAMETERS

Table IV contaias a 1listing of the test equipment
necessary to manually s=easure the parameters descrited in
Section IV. This list contains those equipments that should
presently be available to every manual technical ccatrol
facility. The equipment 1listed is the perferred =model.
There are many alternate models of older equipuent which may
be substituted to perform the measurements.

The 1list was derived from DCAC 310-70-1 and NAVCCHNMCON
Instruction 2300.1%. Pigure 47 is an illustration of one
possible «catinet coafiguration for a Performance Monitoring
Apd Assescsment Test Bav.
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TABLE IV
TEST EQUIPMENT REQUIRED TO MEASURE PARAMETERS

1. AC VoltaoetersAudio Oscillator CAQI-3550R

2. Frequency Counter AN/USM~-207

3. Oscillcsccpe AN/USN-256

4. LevelysNoise Measuring Set (tones/voice) CDDD~TTS-85CR
5~ Audio Level Meter (voice) ©5-2778/USHM

6. Envelope Lelay Measuring Set TS-2395/G

7. Selective Noise Measuring Set CAQI-302A

8. Impulse Noise Measuring Set CDDD-TTS-58B

9. Transmissicn Measuring Set Type 12-B (Daven)
10. X-Y Recorder CAQI-7000A/Ad

11. Log Ccnvertor (for X-Y Recorder) CAQI-7560A
12. Signaling Test Set AN/TSM-86 (Lenxurt 26600)
13. Electronic Counter HP-5221A

14. Spectrunm Analyzer CAQI-140B

15. Jitter Meter Hekiman 45

16. Digital [ata Signal Generator SG-885(P)/USH
17. Data Apalysis Center AN/CGM-15

18. Data Frrcr kate Test Set

19. Signal Geneirator AM/URM-25

20, PAR Heter
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S-2778 CAQI-T000A HP=522 1A DATA ERROR
AUDIO TEST X-Y RECORDER | ELECTRUNIC RATE TEST
SET COUNTER SET
TRANSMISSION
PAR METER CAQI-T7560A MEASURING
HEKIMIAN 45 SET
LOG TYPE 12-8
CONVERTOR JITTER METER | (DAVEN)
CAQI~1408
SPECTRUM 13-2595/G TT3-58 B8R AN/UsM-329
ANALYZER AT
Eggfegpa IMPULSE NOISE ANALYSIS
A MEASURING
MEASURING “3ET CENTER
SET
T75-85 CR AN/T3M-36 3G-885(P ) /UsH
sgiggékeéEL AN/URM-207 SIGNALING DIGITAL
- ng N FREQUENCY TedT SET .-DATA
COUNTER SIGNAL
GENERATOR
CAQI-302A
AN/URM=25 HP.-35508 SELECTIVE AN/USM=296
LEVEL
SIGNAL AUDTO MEASURING 0SCILLOSCOPE
GENZRATOR 0SCILLATOR SET

Figure 47- Performance Monftoring and Assessment Test Bay
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Irgnspitter

Frequency
Range : 200 Hz to 3904 Hz
Rescluticn: 1 Hz
Accuracy: *0.5 Hz in Step Modes
Manual Mcde: Coantinuously adjustable; 200 Hz to 3900 Hz
Step 100 Hz Mode: 204 Hz to 3504 Hz in 100 Hz increnments
Auto Step Hode: Repeatedly steps up and then back
(in 100 Hz increments) froa 204 Hz to 3904 Hz
Level
Range: +10 dBm to-40 dBam
Resoluticn: 0.1 dBam
Accuracy: +0.1 48
Frequency Recsponse: $0.1 dB from 2G0 Hz to 3904 Hz
Hargonic apd Spurjious Signals:
Tctal Harmonic Distortion to 10 kHz: Greater than
50 dB Ltelow fundamental
Spuricus Signals to 10 kHz: Greater than
50 dPR Ltelov fundamental

Backgrcund Nolse to 10kidz: Less than -90 dEBEm
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Becgiver

Frejuency
Bange: 200 Hz to 4100 Hz
Resclution: 1 Hz
Accuracy: #0.5 Hz
Level
Range: +10 dBm to-40 dBm
Resoluticn: 0.1 dBm
Accuracy: 10.; dB at 1 kHz from O to-15
dBm; #0.2 4E over full frequeancy and
level range
Detector: Full wave average
Bandwidth (3 dB points): Nominal 20 Hz to 10 kHz
60 Hz Input rFilter (switch selectable): Nominal

25 dB lcss at 60 Hz; 4 dB loss at 180 Hz

Fregquency: 1004 Hz fixed
Level
Range: + 10 dBm to-40 dBm

Rescluticn: 1 dBw
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Background Noise Harmonics and Spurious Signals:

Refer to Level and Freguency

Receiver

Frequency Range: 990 Hz to 1030 Hz
Level
Range: +10 dBm to -40 dBm
Resclution: 1 dBm
Jitter
Range: 0.2 to 25 degrees
Resoluticn: 0.3 legree
Accuracy: #5% of reading #0.2 degrees
Detector: Peak to peak

Bandwidth (3 dB points): Nominal 20 Hz to 300 Hz

MESSAGE CIRCUIT NOISE
Iranspitter
Quite Terzination

Receiver

Weighting Filters: C-Message and 3 kHz flat
Detectcr: Cuasi RMS
Bange: +10 dBrn to +100 dBram

Resoluticn: 1 dBrn
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Accuracy: +1 4B

P11 3 -4

Preguency: 1004 Hz fixed
level
Range: +10 dBm to-40 dBn
Rescluticn: 1 dBm
Backgrcund Noise, Harmoaics and Spurious Sigpals:

Refer to Level And Preguency

e g o AT

Received Tcne Level: 0 dBm to-40 dBm

Notch Filter: Greater than 50 dB rejection
frcm €595 Hz to 1025 Hz

Count Interval: 5Sain., 15 min. or continuous

Inpulse Ncise Threshold Range:

Loz 30 dBrn to 109 dBrn

Mid: 4 6B above Lo (Max 109 dbra)

Hi: 8 dB above Lo (Max 109 dBrn)
Inpulse Ncise Threshold Accuracy: +1 dB
Inpulse Ncise Count Range:

Lo: 0 to 19,999

Mid: 0 to 9,999
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Bi: 0 tc 1,999
Count Bate 7 counts per second amax. #5%
or channel liaited
Gain Hit Thresholds: 2, 4, 6, and 8 dB
Phase Hit Thresholdds: 10 to 45 degrees in
S degree increments
Hit Guard Intervald: Nowinal 4ms
Dropout-level Threshold: Fixed; greater
than 1< dB decrease in level
Dropout Duration: Nomimal 10 ms or greater
Phase kit Couants: 0 to 19,999
Dropout Ccunts: 0 to 9,999
Gain Hit Ccunts: 0 to 1,999
Display: 211l six phenomena are
ccunted simultaneously and stored.
A switch selection displays either the Impulse
Noise counts or the Hits and Dropout ccunts during

or after the measurement period.

- e v

Jrapspitter

ltn

Quiet Termination

156

e




Receiver

Bange: 40 dBran to 130 dBrn

Input Circuit: 600 or 900 across the line:
100 k to grcund

For cther specifications refer to

Message Circujt Noise

EBVELOPE LELBY

Frequency

Range: 300 Hz to 3904 Hz

For cther Fraquency Specifications see

level And Frequency

Modulatico Frequency: 83 Hz
Level

Range: +10 dBm to -40 dBm

Por cther level specifications see Level And Frequency
Harmonic and Sgurious signals to 10 Hz:

Greater than 46 dB below main signal fpower.

Background Noise to 10 kHz: Less than ~90 dBnm

Frequency EKange: 300 Hz to 3304 Hz

For othc: Frequency specifications see
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Level And freguency
Level Bange: +10 dBm to -40 dBnm
Carrier Level Accuracy: +.25 dB

For other level specifications see
Level And Freguency
Delay
Range: -3,000 s to +9,000 s
Resoluticn: 1 s
Accuracy (back to back):
210 s froa ;00 Hz to 3904 Hz
230 s from 300 Hz to 600 Hz

Minimue Signal to Noise Ratio (cr stated accuracy):

20 dE, 3 kHz flat Weighting

—— . S p

Irgasnitter
Frequency: 1004 Hz fixed

Level

Range: 410 dBm to -40 dBa

Bescluticn: 1 dBam

Backgrcund Noise, Harmonics and Spurious Signals;

Befer to Level and Prequency
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Beceiyver

Notch Filter: Greater than 50 dB rejecticn
frcm S95 Hz
For other specifications refer to

Messace Circuit Noise

e oo e o e s e

Test Signal Type: Two pairs of tones centered
at 860 Hz and 1380 Hz
Level
Range: 0 dBm to-40 d4Bm

Resoluticn: 1 dBm

Regeiver

-t

Level
Bange: +10 dBm to -35 dBm
Besoluticn: 1 dBm
Accuracy: +1 dBa
2nd Order Heceiver FPilters: Centered at 520 Hz
and 2240 Hz
3rd order Receiver Pilter: Centered at 1900 Hz
2nd Order Froducts

Range: 10 50 dB below received level
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Accuracy: +1 dB
3rd Order Froducts

Bange: To 60 4B belor received level

Accuracy: *1 dB

EEAK-TG-AVERAGE RATIO
Iransajtter
Level

Range: ( dBm to -40 4dBam

BRescluticn: 1 daa
€ceiver

Level
Range: 10 dBm to -30 dBa
Rescluticn: 1 dBam

PAR
Range: G PAR Units to 120 PAR Units
Rescluticn: 1 PAR Unit

Accuracy: +2 PAR Uaits

GENERAL

——

Iransmitter

Ll — P S ]

Longitudinal Balance: 60 dB to 6 kHz, decreasing

6 dB rer octave above 6 kHz
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Iapedances: 600 and 900
Return Loss: Greater thanm 40 dB

SP Skip: 2450 Hz to 2750 Hz

Receiver

Longitudinal Balance: 60 dB to 6 kHz, decreasing
6 dB per octave above 6 kHz

Terminating Impedances: 600 and 900

Bridging Impedance: Greater than 50 k

Bridging Lcss: less than 0.3 dB at 1 kHz

Return Loss: Greater than 4 dB

High Freguency Protection: Greater than 60 dB

attenuation above 500 kHz

Output Range: 0 volts to 7 volts

Bandwidth (3 dB points). 200 Hz to 6200 Hz

Prequency FResponse: #1 dB from 300 Hz to
3900 Hz

Qutput Impedance : 5

Qutput Cconector: 347 jack

e o i e 2 i i

Carrier: Square wave output of received frequency

VCC. Ncmimal 10 k source impedance.
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PM: AC signal proportiomal to band limited phase

jitter. Nomigal 10 k source impedance.

Test Jacks: 310 jack multiplied with 5 way banding
Fosts for both tramsmitter and receiver
DC Blcckiang (with no holdiag). 200 volts
Power Bequireaents: 105 to 129 volts AC, 60 Hz
Operating Temperature: 32 F to 122 F (0 C to 50 ()
Storage Temierature: =40 P to 167 F
(-40 C to 75 ()

Wwara-up Time for stated accuracy : 5 minutes
Dimensions: 13 x 15 x 22 inches
Weight: 18 pounds

Cost: 311060
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